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Use of this document
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guidance and recommendations. It should not be 
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Information about this document

The CAV principles given in this PAS are reproduced 
from the Department for Transport (DfT) Centre for 
Connected and Autonomous Vehicles (CCAV)’s “The 
key principles of cyber security for connected and 
automated vehicles” [1] and contain public sector 
information licensed under the Open Government 
Licence v.3.0.

Presentational conventions

The provisions of this PAS are presented in roman 
(i.e. upright) type. Its recommendations are expressed 
in sentences in which the principal auxiliary verb is 
“should”.

Commentary, explanation and general informative 
material is presented in smaller italic type, and does not 
constitute a normative element.

Where words have alternative spellings, the preferred 
spelling of the Shorter Oxford English Dictionary is used 
(e.g. “organization” rather than “organisation”).

Contractual and legal considerations

This publication does not purport to include all the 
necessary provisions of a contract. Users are responsible 
for its correct application.

Compliance with a PAS cannot confer immunity from 
legal obligations.
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0 Introduction

0.1 The connected automotive ecosystem

The connected automotive ecosystem encompasses 
vehicles and all assets and activities that support the 
proper functioning of road transport and other off-
road systems (such as farming and mining vehicles). 
This includes systems such as traffic monitoring 
and control systems, navigation, information and 
entertainment systems that enable efficient, economic 
and enjoyable journeys. Manufacturing, supply chain 
and maintenance activities, which provide the necessary 
support for the on-going functioning of the automotive 
ecosystem, are also part of the connected automotive 
system. The idea of the ecosystem also covers the 
concept of Cooperative-Intelligent Transport System 
(C-ITS), which is a type of ecosystem promoted by the 
European Commission in which users and managers 
share information and use it to coordinate their 
actions [2].

The technology supporting automotive transport 
has been rapidly evolving over the last few years. 
Connected vehicles and other systems are a reality, 
while increased automation is on the horizon. The term 
“connected and autonomous vehicles” (CAVs) is now 
widely used to refer to vehicles that include aspects of 
these new technologies.

CAV technology is seen as potentially enabling 
increased:

a) 	 safety;

b) 	 road capacity and reduced congestion; and

c) 	 inclusion and accessibility for people unable to drive 
or access conventional modes of transport.

The UK Government has identified CAV technology as 
a priority area for research and development, and has 
announced investments in excess of £100 m in this area 
[3]. The UK Government’s recent Industrial Strategy [4] 
singles out the automotive sector as one of the UK’s 
particular strengths and recommends measures to 
support continued progress, particularly in research 
and development.

The UK’s cyber security strategy [5] identified the 
growing Internet of Things, of which CAVs form a 
part, as a challenge to cyber security over the next 
few years. CAVs are an example of a class of cyber-
physical systems, in which connected computer systems 
directly control the behaviour of a real-world system 
(this contrasts with cyber-only systems, e.g. banking 
systems, where compromise of the system does not 
cause direct physical harm). An example of a cyber-
physical attack occurred in December 2015 in Ukraine: 
an energy provider was attacked, leading to a blackout 
for residents of the country. Many other similar attacks 
have been recorded. Thus, there is a direct link between 
cyber security and safety, as compromise of the cyber 
aspect of the system can manifest itself in the physical 
world. The technology and systems used in cyber-
physical systems are often referred to as operational 
technology (OT), while cyber-only systems might be 
referred to as information technology (IT) respectively.

0.2 Security-informed safety

Security-informed safety is the consideration of the 
impact of security risks on safety. Traditionally, security 
and safety have been treated as separate disciplines, 
with their own regulations, standards, culture and 
engineering. Safety can be seen as protecting against 
harm due to unintentional actions, while security is 
often seen as preventing harm due to the intentional 
actions of malicious actors. However, there is a 
growing realization that security and safety are 
closely interconnected and interdependent: it is no 
longer acceptable to assume that a safety system is 
immune from attack because it is built using bespoke 
hardware and software, or because it is separated 
from the outside world by an air gap. A safety 
justification, or safety case, is incomplete and 
unconvincing without a consideration of the impact 
of security. This can be succinctly summarized as 
“if it’s not secure, it’s not safe”.
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While in many situations security and safety measures 
can comfortably be integrated together, there are other 
cases where there might be tension or conflict between 
safety and security needs. In some areas, such as 
frequency estimation, the techniques traditionally used 
in safety analysis might be inadequate, and require 
a qualitative approach, particularly if detailed threat 
information is not available. For example, the pace at 
which threats change in the security domain requires 
more dynamic solutions than those that are often seen 
when only safety is taken into account. Finally, unlike 
security, where vulnerabilities are accepted or generally 
withheld until solutions are known, information on 
safety hazards is usually disseminated openly to enable 
providers to respond by taking action to ensure their 
products, systems or services are in a safe state, e.g. 
grounding of an aircraft.

0.3 The approach taken for this PAS

The initial development of this PAS was undertaken 
using a combination of “top-down” and “bottom-up” 
approaches.

The top-down approach started from an overall 
vision for the connected automotive ecosystem, a 
world where everyone has confidence in a safe and 
secure connected automotive ecosystem. From this, 
a top-level claim was derived, stating that there is 
justified confidence that security issues do not pose 
unacceptable risks to the safety and resilience of the 
connected automotive ecosystem. Then, using the 
claims-argument-evidence approach [6] to assurance, a 
network of linked sub-claims that are supported by a 
set of principles was developed. These principles were 
then used to derive the recommendations in this PAS.

The bottom-up approach started from existing sets of 
security and safety focused principles and guidance that 
have been produced for the automotive sector as well 
as other safety-related sectors. These include:

a) 	 Department for Transport (DfT) Centre for 
Connected and Autonomous Vehicles (CCAV): The 
key principles of cyber security for connected and 
automated vehicles [1];

b) 	 European Union Agency Network and Information 
Security (ENISA): Cyber security and resilience of 
smart cars – good practices and recommendations 
[7];

c) 	 National Highway Traffic Safety Administration 
(NHTSA): Cybersecurity for Modern Vehicles [8];

d) 	National Cybersecurity Centre (NCSC): Network and 
Information Security (NIS) Directive guidance [9];

e) 	 Rail Industry Cyber Security Assurance Group: Cyber 
Security Assurance Principles [10]; and

f) 	 Office for Nuclear Regulation (ONR): Security 
Assessment Principles for the Civil Nuclear Industry 
[11].

Various sets of principles were examined to see where 
they overlapped and common themes extracted that 
were relevant for connected vehicles. These were 
compared with the initial set of recommendations 
derived from the “top down” approach given above 
to ensure that there was adequate coverage of the 
important points.

This PAS has been developed in order to ensure that 
the recommendations are aligned with on-going work 
in the sector.

0.4 How this PAS helps

This PAS aims to help organizations in the connected 
automotive ecosystem to ensure that security-related 
risks in their products, services or activities do not 
pose unacceptable risks to safety. In line with modern 
regulatory approaches, the recommendations are 
framed as outcome-based measures, while also 
suggesting some specific features that adequate 
security arrangements would be expected to have. 
While such features can aid with some other non-
safety-related security concerns (e.g. privacy and theft), 
such concerns are not covered in this PAS.

The outcome-based approach has the added benefit 
of enabling compatibility with other standards and 
guidance in the area. Some example scenarios are given 
below:

•	Sector- or topic-specific standards can be used 
to guide detailed implementation of the 
recommendations contained within this PAS. For 
example, BS ISO/IEC 27035 can be used to implement 
a security incident management system.

•	All or part of the PAS can be used as means of 
providing assurance that requirements stemming 
from more general standards or regulations have 
been satisfied. For example, IEC 61511 Part 1 8.2.4 and 
11.2.12, which address the security of a safety system.

•	Compliance with the PAS might also be used as a 
means of demonstrating due diligence for commercial 
arrangements, or as evidence in an assurance case.

•	Organizations can make use of the PAS as a 
benchmark against which to measure their security 
arrangements, and identify shortcomings or areas for 
improvement.
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It is expected that different readers of this PAS use it 
in different ways, mostly by paying more attention 
to clauses that are of special interest to them. This 
depends on the role of the individual reader within 
their organization. Some examples of scenarios are 
shown in Table 1:

Table 1 – Individual roles

Role Clauses of special interest

Director of security/safety Clause 3 Security policy, organization and culture
Clause 4 Security-aware development process
Clause 8 Contributing to a safe and secure world

Technical architect Clause 7 Secure and safe design

Programme manager Clause 4 Security-aware development process

Procurement manager Clause 3 Security policy, organization and culture
Clause 4 Security-aware development process

Security manager Clause 3 Security policy, organization and culture
Clause 5 Maintaining effective defences
Clause 6 Incident management

The Annexes provide informative guidance on specific 
topics that might aid organizations to implement the 
recommendations:

a) 	 risk assessment (Annex A);

b) 	 assurance and safety cases (Annex B);

c) 	 secure versus safe coding practices (Annex C);

d) 	 approaching safety and security integration 
(Annex D);

e) 	 automotive networks (Annex E);

f) 	 security and safety of a composite system (Annex F); 
and

g) 	UK Government CAV principles (Annex G).
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1 Scope

This PAS gives recommendations for managing security 
risks that might lead to a compromise of safety in a 
connected automotive ecosystem.

The PAS covers both the entire connected automotive 
ecosystem and its constituent systems throughout 
their lifetimes (including manufacturing, supply chain 
and maintenance activities). The ecosystem includes 
vehicles (both those used on public roads, such as 
cars, and those used for off-road activities such as 
farming and mining), as well as road-side and other 
static infrastructure, communication channels between 
vehicles and infrastructure, servicing and repair 
facilities, digital services, data and information and 
other services that support the proper operation of 
road transport. All levels of vehicle automation and 
autonomy are in scope.

The PAS applies to risks that can affect a single 
system, a few systems, or are on a small scale. It also 
gives recommendations for managing systemic risks 
– wider risks which might appear small, but which 
become more significant when interdependencies are 
considered and where the vulnerability of a single or a 
few entities poses more widespread risk.

The PAS is intended to be used by manufacturers, 
operators and maintainers of products, systems and 
services used in a connected automotive ecosystem. 
This includes manufacturers of vehicle subsystems, 
vehicle manufacturers, maintenance organizations, 
infrastructure operators, owners of large vehicle fleets, 
and digital service providers. 

This PAS might be of interest to regulators and other 
stakeholders in the connected automotive ecosystem 
and to users/operators of vehicles.
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2 Terms, definitions and abbreviations

For the purpose of this PAS, the following terms and 
definitions apply.

2.1 Terms and definitions

2.1.1 accident

any unplanned event that resulted in injury or ill-
health of people, or damage or loss to property, plant, 
materials or the environment or a loss of business 
opportunity

[SOURCE Health and Safety Executive [12]]

2.1.2 asset

anything that has value to an individual, organization 
or government

[SOURCE BS ISO/IEC 27032:2012, 4.6]

NOTE 1 An asset can be fixed, mobile or movable. It 
can be an individual item of equipment or plant, a 
system of connected equipment, an entire piece of 
infrastructure, or a portfolio of assets.

NOTE 2 An asset might also comprise information or 
intellectual property (e.g. software) in digital or in 
printed form, as well as an organization’s internal 
processes.

NOTE 3 Digital information can be localized (i.e. based 
on a single data source), or distributed (i.e. derived 
from multiple data sources and/or locations).

NOTE 4 The value of an asset might vary throughout its 
life and an asset might still have value at the end of its 
life. Value can be tangible, intangible, financial or non-
financial.

2.1.3 assurance case

documented body of evidence that provides a 
convincing and valid argument that a system is 
adequately dependable for a given application in a 
given environment

[SOURCE Bishop, et al., The future of goal-based 
assurance cases [13]]

2.1.4 attack

successful or unsuccessful attempt(s) to circumvent a 
security measure

[Adapted from BS EN ISO 22300]

2.1.5 competence

ability to apply knowledge and skills to achieve 
intended results

2.1.6 component

entity or system that forms a part of a larger system

2.1.7 connected system

system that makes use of one or more communication 
technologies to communicate with other systems

2.1.8 development process

set of steps performed to turn concepts and ideas into a 
finished product

2.1.9 disclosure

action of making sensitive, classified or closed data and/
or information known

[SOURCE PAS 1885:2018, 3.10]

2.1.10 hazard

source of potential harm

2.1.11 impact

evaluated consequence of a particular outcome

2.1.12 organization

person or group of people that has its own function 
with responsibilities, authorities and relationships to 
achieve its objectives

[SOURCE BS ISO 55000:2014]

2.1.13 personnel

individuals employed by an organization, including 
contractors or temporary staff used to fulfil roles that 
are undertaken by that organization

[SOURCE PAS 1192-5:2015]
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2.1.14 product

article that is manufactured for sale

NOTE Product includes both physical goods and 
intangible goods, such as software.

2.1.15 resilience

ability to absorb and adapt in a changing environment  

[SOURCE BS EN ISO 22300:2018]

2.1.16 risk

combination of the probability of occurrence of harm 
and the severity of that harm

[SOURCE ISO/IEC Guide 51:1999, 3.2]

2.1.17 risk appetite

amount or type of risk that an organization is willing to 
pursue or retain

[SOURCE BS EN ISO 22300:2018]

2.1.18 risk assessment

overall process of risk identification, risk analysis and 
risk evaluation

NOTE Risk assessment involves the process of 
identifying internal and external threats and 
vulnerabilities, identifying the likelihood and impact 
of an event arising from such threats or vulnerabilities, 
defining critical functions necessary to continue the 
organization’s operations, defining the controls in place 
necessary to reduce exposure, and evaluating the cost 
of such controls.

[SOURCE BS EN ISO 22300:2018]

2.1.19 risk management

co-ordinated activities to direct and control an 
organization with regard to risk

NOTE Risk management generally includes risk 
assessment, risk treatment, risk acceptance, and risk 
communication.

[SOURCE BS ISO 22300:2018]

2.1.20 safety

state of being protected from or unlikely to cause 
danger, risk, or injury

[SOURCE Oxford English Dictionary]

2.1.21 safety case

assurance case that makes claims with regard to safety

2.1.22 security

state of relative freedom from threat or harm caused 
by deliberate, unwanted, hostile or malicious acts

[SOURCE Engineering Council, 2016 [14]]

NOTE When considering the harm that could be caused 
by exploitation of a security vulnerability the aim 
should be to reduce the risk of: 

a) 	 physical injury to people, whether in/on the vehicle 
or outside it; and 

b) 	damage to assets and the environment.

2.1.23 security incident

event or events during which the security of an asset, 
organization or person is, or might be, compromised, 
either accidentally or deliberately

NOTE Security incidents can take a number of forms 
including:

a)	 unauthorized harmful modification to, damage to 
or destruction of a physical asset;

b)	 supply of counterfeit raw materials, ingredients, 
physical and/or digital components, assemblies or 
sub-systems;

c)	 loss or theft of documents, storage media, IT 
equipment, attractive or valuable items;

d)	 loss, theft or unauthorized access to information or 
data;

e)	 loss, compromise, unauthorized manipulation or 
change of project or asset information;

f)	 unauthorized access to the built asset, or a 
restricted access area within the built asset;

g)	 loss of keys, access control tokens, passes, etc.;

h)	 planting of bugs or other surveillance devices; and

i)	 unauthorized access to, misuse of, or fraudulent use 
of ICT equipment or systems.

[SOURCE PAS 1885:2018]
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2.1.24 security-informed safety

inclusion of security considerations when managing 
safety risks

2.1.25 service

work done to meet some administrative, general or 
public need

NOTE In an automotive context, a system supplying a 
vehicle user or public need includes navigation, road 
charging, communications and information.

[SOURCE: PAS 1885:2018, 3.37]

2.1.26 supply chain

network of organizations, directly or indirectly 
interlinked and interdependent, resources, activities 
and technology involved in the creation and sale of 
products and/or systems, and any related services, from 
the delivery of source material(s) from the supplier(s) to 
the manufacturing organization, through to eventual 
delivery to the end user

2.1.27 system

interacting or interdependent set of things working 
together and forming an integrated whole

NOTE Systems can be made up of smaller systems, or 
subsystems.

2.1.28 threat

potential cause of an incident which might result in 
harm to an asset(s), individual(s), and/or organization(s)

[SOURCE adapted from PAS 1885:2018]

2.1.29 threat agent

person or organization that can pose threats

2.1.30 vulnerability

weakness that can be exploited by one or more threats

[SOURCE: PAS 1885:2018, 3.49]

2.2 Abbreviations

For the purpose of this PAS, the following abbreviations 
apply.

CAV	 connected and autonomous vehicles

GDPR	 EU General Data Protection Regulation [15]

NCSC	 National Cybersecurity Centre

NDA	 non-disclosure agreement

NIS	 network and information security 
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3 Security policy, organization and culture

COMMENTARY ON CLAUSE 3

Organizations have legal responsibilities to manage 
safety risks associated with their products, systems 
and services. Organizations responsible for safety-
related products, systems and services would be 
expected to have a safety policy that describes 
the organization’s approach to the safety of their 
products, systems, services or activities. A safety 
policy typically provides a statement of general 
policy on health and safety, the quality and safety of 
its products, systems and services, and also sets out 
commitments to managing safety effectively.

“Security-informed safety” is the term used to 
describe the inclusion of security considerations 
when managing safety risks. The organization also 
needs to have an approach of how to consider 
security. A possible approach for the automotive 
sector can be found in PAS 1885. Consideration 
of security issues, whether in their own right 
or integrated with a safety policy, necessitates 
significant departures from existing approaches. For 
example, the impact of threat agents on safety risks 
needs to be considered throughout the lifecycle of 
products, systems and services. In addition, security 
considerations lead to a need for a greater degree 
of confidentiality than is customary in safety, as 
information about systems might enable attacks. 
This is particularly applicable to information on 
the organization’s picture of the threats and the 
countermeasures it has taken, which might enable 
an attacker to identify exploitable vulnerabilities. 
Personnel with responsibility for overseeing safety 
activities might not be competent in the security 
area. Therefore, additional responsible roles might 
need to be defined.

Security concerns that are not directly safety-related, 
such as confidentiality and privacy requirements 
arising from the EU General Data Protection 
Regulation (GDPR) [15], falls outside the scope of this 
PAS, although they could indirectly lead to safety 
issues (for example, theft of design documentation 
might enable an attack, or information on the 
movement of traffic might identify a high value 
target). Such concerns are dealt with in PAS 1885.

3.1 Policies and processes

3.1.1 The organization should formulate a policy that 
sets out its overall stance and aims with respect to the 
security-informed safety of its products, systems and 
services.

3.1.2 The organization should define and implement 
processes to support this policy and to ensure that 
security-informed safety is addressed throughout the 
organization, its partners and suppliers, and in all 
phases of the lifecycle of its products, systems and 
services.

3.1.3 The processes should consider personnel, physical, 
technical, procedural and managerial protection 
measures.

NOTE Security is not purely a technological problem. 
In order to ensure robust protection, it is important to 
consider procedural and managerial aspects of security 
as well.

3.1.4 The organization should take steps to ensure 
that these policies and processes are described, 
communicated and implemented effectively.

NOTE Guidance on developing policies and processes 
can be found in the NCSC guidance [9] on the NIS 
Directive [16], specifically, Objective B1: Service 
protection policies and processes.

3.1.5 The organization should produce and retain 
sufficient documentary evidence regarding its policies 
and processes and its decisions relating to security and 
safety to enable them to be reviewed and justified in 
the future.

NOTE An important consideration is the ability, 
following an incident, to justify the organization’s 
approach to security and safety and relevant decisions.

3.1.6 The organization should define for how long its 
documentary evidence is retained.

NOTE The retention period might be different for 
different types of evidence. The organization might 
wish to consider the expected lifetime of its products, 
systems and services to inform this decision.
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3.2 Responsibility and accountability

3.2.1 Accountability for security-informed safety issues 
should be clearly defined, and traceable to the board 
level.

NOTE The organization’s board need to be aware of 
the organization’s overall approach to security.

3.2.2 A member of the organization’s board or 
equivalent senior responsible person should be 
responsible for defining the organization’s security-
informed safety policies, processes and work.

3.2.3 A senior manager should be responsible for 
implementing the security-informed safety programme 
in the organization.

3.2.4 If responsibility for implementing aspects of the 
security-informed safety programme is delegated to 
members of the organization, the identity, roles and 
responsibilities of such individuals should be clearly 
recorded.

NOTE Individuals can be identified by role or by name.

3.3 Risk management

NOTE There are a large number of risk management 
approaches that might be suitable for adoption (with 
or without tailoring) by the organization. Examples can 
be found in the NCSC Risk Management collection [17], 
and detailed processes developed with the automotive 
and manufacturing sectors in mind are described in  
PAS 1885 and PAS 1085.

3.3.1 The organization’s approach to security should 
recognize that the organization has a responsibility to 
ensure that security does not pose unacceptable risks to 
safety.

3.3.2 The organization should articulate and document 
its risk appetite with regard to safety and security risks 
so that decision makers at all levels of the organization 
can make informed decisions.

3.3.3 The organization should document in its safety 
policy its overall approach to how the impact of security 
considerations on safety risks is addressed, setting out 
its commitment to managing such issues effectively and 
defining responsibilities accordingly.

3.3.4 The organization should adopt a formal, holistic, 
approach to identifying, assessing and understanding 
security-informed safety risks to its products, services 
and activities throughout the whole lifecycle.

3.3.5 The organization should document in its safety 
policy how it determines the tolerability of risks.

NOTE 1 An example of a tolerability policy might be to 
reduce the risk to a level that is as low as reasonable 
practicable (ALARP). However, interactions and trade-
offs between different risks often make the task more 
complicated than this.

NOTE 2 The tolerability of risks derived from an activity 
often depends on the relative benefit derived from the 
activity, who reaps the benefit, and who bears the risks.

3.3.6 The organization should adopt an approach to 
resolving any conflicts between safety and security 
that might occur at any stage of the service/product 
lifecycle.

NOTE Further guidance on this topic can be found in 
Annex D.

3.3.7 The organization should identify, assess and 
understand the impact of assumptions it might have 
made regarding the prevalence, capabilities and 
motivations of threat agents on its demonstration that 
risks are tolerable.

3.3.8 The organization should manage risks to the 
safety and security of its products, services and activities 
arising from physical threats.

NOTE Guidance on physical security is available from 
CPNI [18].

3.3.9 The organization should manage risks to the 
safety and security of its products, services and activities 
arising from threats from among the organization’s 
personnel.

NOTE Guidance on personnel security is available from 
CPNI [19].

3.3.10 The organization should manage risks to the 
safety and security of its products, services and activities 
arising from cyber threats.

NOTE Guidance on cyber security is available from  
NCSC [20].

3.3.11 The organization should include evidence that 
security risks have been adequately managed in any 
safety cases it produces for its products, services and 
activities.
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3.4 Asset management

3.4.1 All assets (systems and services) that are required 
to deliver, maintain or support the security and safety of 
the organization’s products, systems and services should 
be identified and recorded, along with the importance 
of their role in maintaining safety and security.

NOTE 1 Assets include data, people and systems as well 
as any supporting infrastructure. Assets can be both 
tangible and intangible (see 2.2).

NOTE 2 Detailed guidance on implementing an asset-
based risk register can be found in PAS 1885 2018, 5.6 
and 6.2.

3.4.2 The record of assets should be updated whenever 
assets are added, removed or changed and periodically 
reviewed to ensure that it remains up-to-date and 
relevant.

NOTE The frequency of the review may depend on the 
nature of the asset and how often its importance to 
safety and security might be expected to change.

3.4.3 Existing or legacy assets, developed in the past 
and which might not have been designed with security 
in mind, should be subject to a risk assessment to 
identify, and where needed, mitigate security-related 
risks associated with them.

3.5 Supply chain and other external 
dependencies

3.5.1 The organization should assess and manage 
security risks specific to, and/or encompassing, supply 
chains, sub-contractors and service providers.

NOTE 1 This includes ensuring that appropriate measures 
are employed where third-party services are used.

NOTE 2 BS ISO 28000 provides a means of implementing 
a security management system for supply chains.

NOTE 3 More detailed guidance on managing the 
security of supply chains is provided in Clauses 5 and 8 
of PAS 1885 2018 for the automotive sector, which is a 
possible means of complying with this clause. Similar 
guidance is provided in PAS 1085 for the manufacturing 
sector.

3.5.2 The management of supply chain-related risks 
should be integrated into design, specification and 
procurement processes.

3.5.3 The organization should assess, and periodically 
re-assess, the security of its suppliers. The frequency 
of re-assessment should be determined by the 
organization’s safety policy (see 3.1) and risk 
management (see 3.3).

3.5.4 The organization should ensure that suppliers 
have an appropriate security and safety policy and 
programme in place.

NOTE Possible means of ensuring this include audits 
and external accreditation.

3.5.5 For designed or engineered products, systems or 
services, security requirements and requirements for 
good security engineering practices should be included 
in procurement contracts.

3.5.6 The organization should include security 
requirements in procurement contracts with suppliers, 
and ensure that such requirements are cascaded along 
the supply chain as necessary.

NOTE A potential way of complying with this clause  
is to require the supplier to comply with all or part of 
this PAS.

3.5.7 The organization should have a process for 
managing information that is provided to the supply 
chain and has potential security implications so that the 
risk of misuse of such information is mitigated.

NOTE Further information on the protection of data 
and/or information is provided in 3.8.

3.5.8 The organization should take all reasonable steps 
to ensure that all components received from suppliers 
are authentic and of trusted origin.

NOTE Guidance on assuring the integrity of the supply 
chain can be found from NCSC [21], CPNI [22] and PAS 
1885, 8.3 and for manufacturers in PAS 1085, Clause 8.
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3.6 Security awareness and competency

3.6.1 All personnel should be trained, knowledgeable, 
aware of and competent in safety and security issues 
relevant to their roles.

NOTE The level of training needed varies depending on 
the role, but it is likely that all personnel need at least a 
basic level of security training.

3.6.2 Personnel that are responsible for the design, 
development, manufacture, delivery or maintenance 
of safety-related products, systems and services should 
have the information, knowledge and skills they need 
to perform their roles securely.

3.6.3 The organization should assess the need for 
specialist security expertise, and develop or obtain such 
expertise as needed.

3.7 Culture and communication

3.7.1 The organization should promote a healthy 
security culture among those responsible for the safety 
of its products, systems and services.

3.7.2 Communication channels for security matters 
relating to the organization should be established and 
integrated with those for safety.

3.7.3 Where responsibilities for safety and security 
have been separated within the organization, the 
organization should promote cooperation and 
collaboration between the two groups.

NOTE An example of a measure to promote 
cooperation and collaboration would be a joint review 
of a product, system or service for security-related 
safety issues at an appropriate point in the design and 
development process.

3.8 Protection of information

3.8.1 The organization should ensure that the security 
of information, documentation and data, compromise 
of which could affect the safety of its systems, is 
maintained.

NOTE 1 Unauthorized access to, disclosure, modification 
or destruction of such information can significantly 
increase safety and security risks, as it can assist threat 
agents to identify vulnerabilities.

NOTE 2 This includes information in both electronic 
and physical form (e.g. USB sticks, paper copies, cloud 
storage).

NOTE 3 This includes information on design that would 
aid an attacker to successfully compromise a system.

3.8.2 The organization should formulate a procedure 
for classifying, labelling and handling security-related 
information and documents.

NOTE Guidance on information classification, labelling 
and handling can be found in BS EN ISO/IEC 27002, 8.2.

3.8.3 Information released to third parties (e.g. 
contractors, suppliers, maintainers) that could be used 
to compromise the organization’s security or that of its 
products, systems and services, should be appropriately 
classified and labelled, and the receiving party should 
be required to handle the information in accordance 
with its security classification.

NOTE 1 Examples of requirements could be the length 
of retention, the process to be followed for release and 
the measures to be taken to protect the information.

NOTE 2 Using a formal data and information sharing 
agreement (DISA) is a possible approach. Further details 
on DISAs can be found in PAS 1085 and PAS 1885.

3.8.4 Information and documents received from other 
organizations should be handled in accordance with 
any security-related classification or labelling.
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4 Security-aware development process

COMMENTARY ON CLAUSE 4

Safety-focussed development approaches aim 
to reduce the number and impact of faults and 
vulnerabilities in the product or service that supplies 
the required functionality. Typically, safe operating 
envelopes and hazards are identified using some 
form of risk assessment, and requirements are 
introduced to remove hazards, prevent their 
occurrence or mitigate their risk. In addition, 
requirements for safe operation, maintenance and 
decommissioning are documented.

A security-aware approach mirrors a safety approach, 
but aims to reduce the number and impact of 
vulnerabilities in the product or service. Many 
steps of the process are very similar at a high level. 
However, is important to note that it might be 
necessary to follow a security-aware development 
process to products, systems or services that do not 
have a direct safety impact. This is because systems 
that do not have direct safety relevance (e.g. 
infotainment or monitoring systems) might be used 
by threat agents as an initial means of compromise 
to gain a foothold in the system before going on to 
attack further parts of the system.

This Clause includes a minimal set of measures to be 
incorporated into the product/service development 
process. The measures are not to be regarded as 
complete, and do not exclude the incorporation of 
any other measures indicated by standards or risk 
assessment.

A detailed security-aware development process can 
be found in PAS 1885.

4.1 General

4.1.1 All development activities should be documented 
and records retained.

4.1.2 The development of all products, systems and 
services should follow a formal, structured process.

4.1.3 The development of all safety-relevant services or 
products should follow a safety process as specified in 
an accepted safety standard appropriate for the system.

NOTE Examples of relevant safety standards include 
ISO 26262 Road vehicles – Functional Safety, and IEC 
61508:2010, Functional Safety of Electrical/Electronic/
Programmable Electronic Safety-related Systems. 
Such standards define a safety lifecycle process and 
techniques and measures for reducing the safety risk.

4.1.4 For all products, systems and services, each phase 
of the development lifecycle should be analysed to:

a) 	 establish its role in delivering a safe and secure 
system;

b) 	 identify opportunities in the lifecycle to consider the 
security of the service or product;

c) 	 identify opportunities to introduce security 
measures in the lifecycle.

NOTE Some publications offer guidance on 
incorporating security into a safety lifecycle. For some 
cases, it may be sufficient to follow the guidance. 
Examples of such publications include SAE J3061 [23], 
IEC/ISA 62443 and BS 10754.

4.1.5 The development lifecycle and supporting 
processes should be modified as needed to ensure that 
adequate consideration has been given to security 
issues and that a set of measures is implemented to 
ensure that a safe and secure product or service is 
produced.

NOTE 1 The measures to be deployed depend on the 
specific situation. Examples include:

a)	 aligning security and safety activities with project 
management gateways;

b)	 including iterative security assurance activities; and

c)	 aligning safety and security approval and sign-off 
activities.
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NOTE 2 The production of a complicated system such 
as an automobile involves a number of interlocking 
and integrated lifecycle processes. BS/ISO/IEC/IEEE 
15288 identifies 30 system lifecycle processes, which are 
divided into four groups:

a)	 agreement processes;

b)	 organizational project-enabling processes;

c)	 technical management processes; and

d)	 technical processes.

4.1.6 No measure should be applied if its application is 
judged to be disproportionate to the security or safety 
benefit, but the rationale for this judgement should be 
explicitly recorded.

NOTE A balance has to be struck between cost and risk. 
Typically organizations need to consider all risks to their 
business, which includes commercial and financial risks 
as well as safety and security.

4.2 Risk assessment and requirements 
definition

NOTE Further guidance on risk assessment is given in 
Annex A.

4.2.1 A detailed risk assessment should be performed 
on the proposed design of any new product, system 
or service (or modifications thereof) to identify any 
potential vulnerabilities or security risks that might 
affect safety of the overall connected automotive 
ecosystem.

NOTE 1 The safety of a service (or a product/system 
used to provide a service) includes affecting the safety 
of products, systems and other services that interact 
with that service.

NOTE 2 Established techniques for performing risk 
assessments can be found in NCSC’s Risk Management 
Collection [17]. Detailed approaches for the automotive 
and manufacturing sectors are described in PAS 1885 
and PAS 1085 respectively.

4.2.2 The risk assessment should, at a minimum, consider 
the risks posed by the following classes of attacks:

a) 	 technical (e.g. hacking);

b) 	 sociotechnical (e.g. social engineering);

c) 	 supply chain (e.g. substitution of components); and

d) 	physical attacks (e.g. destruction of equipment).

4.2.3 The risk assessment should consider the 
interactions or conflicts between safety and security.

NOTE Further guidance on this topic can be found in 
Annex D.

4.2.4 The risk assessment should take into account 
interdependencies in products, systems and services and 
the potential interaction of simultaneous failures and 
their consequences.

NOTE This includes the possibility of cascade failures.

4.2.5 The risk assessment should allow for the possibility 
that increased or unknown connectivity (whether 
introduced maliciously or as a side effect of another 
activity) could circumvent security measures.

NOTE Air gaps merit particular attention in this context. 
An air gap is a security measure where a computer 
network is physically isolated from other networks, and 
can be bypassed if connectivity is added.

4.2.6 The risk assessment should consider the potential 
effect of evolving threats and exploitable vulnerabilities 
on the safety of the product, system or service over its 
lifetime.

4.2.7 The risk assessment should include security risks 
posed by threat agents who aim to cause physical harm 
as well as threat agents who might accidentally cause 
harm incidental to other activities.

NOTE Examples of activities that might cause incidental 
harm as an unintended consequence are espionage, 
ransomware and cryptocurrency mining.

4.2.8 The risk assessment should be used to derive 
appropriate requirements to mitigate the effect of the 
identified risks on safety and security.

4.2.9 The requirements derived from the risk assessment 
should include security requirements to mitigate the 
safety risks posed by threat agents to a tolerable level.

NOTE 3.3.5 recommends the organization define what 
is tolerable.

4.2.10 When a product, system or service is composed 
of subsystems (or other services), security requirements 
should be propagated to the specification of each 
subsystem (or service).

NOTE Guidance on safe and secure composite systems 
can be found in Annex F.
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4.3 Design considerations

4.3.1 The product, system or service should be designed 
to be fail-safe and secure by design.

4.3.2 The design should address security and safety 
throughout the lifecycle of the product, system or service.

NOTE Further guidance on secure design principles can 
be found in Clause 7.

4.4 Demonstration of security

4.4.1 There should be a documented plan for 
demonstrating that the safety and security of the 
product, system or service meets its safety and security 
requirements.

4.4.2 The product, system or service should be subject 
to security analysis and testing, including:

a) 	 system, attacker and threat modelling;

b) 	 an analysis for common known weaknesses or 
vulnerabilities; and

c) 	 penetration testing.

4.4.3 Where practicable, security analysis and testing 
should be integrated throughout the development 
lifecycle.

NOTE This contrasts with relying on analysis and testing 
only after completion of design and development. 
Continuous or iterative testing allows for potential 
faults and vulnerabilities to be identified much sooner.

4.4.4 The product, system or service should be subject 
to independent scrutiny to assess whether threats to its 
security pose unacceptable risks to safety.

NOTE “Independent” can refer to personnel inside 
the organization, but not involved in product or 
service development, or to personnel from an external 
organization.

4.4.5 The level of independent scrutiny required should 
be commensurate with the vulnerability of the system, 
the threat environment and the safety-criticality.

NOTE The requirements for independent assessment 
in safety standards (e.g. ISO 26262) might need to be 
increased accordingly.

4.5 Assurance

4.5.1 For safety-relevant products, systems, services 
or activities, an assurance case that justifies that the 
product, system or service is adequately safe, taking 
into account security threats, should be produced.

NOTE For complete systems, the assurance case 
addresses the safety of the product or service, while 
for components, the assurance case addresses their 
performance with respect to their specifications.

4.5.2 The assurance case should demonstrate that 
the security risks that impact on safety have been 
adequately managed and show that the impact of 
security on safety has been considered for the entire 
lifecycle of the product, system or service, from initial 
conception through design, installation, operation and 
maintenance to decommissioning.

NOTE Guidance on assurance cases can be found in  
BS ISO/IEC 15026-2 and Annex B.

4.5.3 Where a safety-relevant product, system, service 
or activity depends on products, systems, services 
procured from third parties, assurance material should 
be obtained from the third party and integrated into 
the overall assurance case.

NOTE It is preferred that the supplier of a component 
or subsystem supply their own assurance case, but it is 
recognized that this might not always be possible for, 
e.g. off-the-shelf products.

4.6 Manufacturing

4.6.1 The product or system should be manufactured 
in such a way as to prevent its safety or security being 
compromised by threats during the manufacturing 
process.

NOTE Guidance on securing manufacturing systems can 
be found in IEC/ISA 62443 and PAS 1085.
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4.7 Third-party components

NOTE 4.7 provides recommendations for when part 
of a product, system or service is procured from 
a third party. Recommendations for supply chain 
considerations relevant to the entire organization are 
also in 3.5.

4.7.1 When part of the product, system or service is 
procured from a third party, the risk assessment should 
consider the potential impact on the safety and security 
that might be caused due to contamination, faults or 
vulnerabilities in the procured part.

NOTE For cyber-physical products and systems, 
contamination can take the form of malicious code or 
unauthorized modification to data and/or information, 
for example changes to configuration and reference 
data. In both cases the outcome may be that the 
product or system could operate in an unsafe manner.”

4.7.2 The organization should take all reasonable steps 
to ascertain if procured equipment or software contains 
functionality that could compromise the safety or 
security of the systems, and if so, take this into account 
in the risk assessment.

NOTE 1 It is common for products to include 
manufacturer-only functionality used for servicing, 
debugging or testing, which might not be intended for 
use by the customer, and not be documented publicly.

NOTE 2 Steps might include contractual requirements 
on the supplier to disclose the presence of such 
functionality, or by auditing the supplier.

4.7.3 The organization should make arrangements to 
be informed of any safety or security issues relevant 
to a procured product, system or service that are 
discovered after delivery.

4.7.4 The organization should take steps to ensure 
that, if any third-party products, systems or services are 
discontinued or cease to be maintained, the resultant 
risk is managed.

NOTE 1 Possible steps include requiring advance notice 
of discontinuation or ensuring a diverse source or 
substitute for the product, system or service is available.

NOTE 2 This means that if supply or maintenance of a 
product or service ceases, the organization might need to 
either stop using the product or service or mitigate the 
resulting risk to its own products, system and services.

4.8 Deployment

4.8.1 A documented approach for deploying a product, 
system or service in the field in a safe and secure 
way should be developed during the design and 
development process.

4.8.2 Deployment of a product, system or service in the 
field should be carried out so that safety and security of 
the connected automotive ecosystem is maintained.

NOTE It is common for special arrangements to be 
put in place while deployment is carried out, and it 
is important that these do not offer opportunities to 
attackers, even if they are temporary in nature.

4.9 Operation, maintenance and 
decommissioning

4.9.1 Before release for sale or operation, a product or 
service should have a documented approach for how it 
can be operated safely and securely.

NOTE This may include operating procedures, 
constraints on the operating environment, etc.

4.9.2 Before release for sale or operation, a product, 
system or service should have a documented approach 
for how security and safety is maintained throughout 
maintenance activities, particularly if temporary special 
arrangements are put in place for maintenance.

4.9.3 Before release for sale or operation, a product, 
system or service should have a documented approach 
for how it can be decommissioned, repurposed, or 
be transferred to a new owner or operator while 
maintaining safety and security.
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5 Maintaining effective defences

COMMENTARY ON CLAUSE 5

It is important to ensure that the safety and security 
of the system is maintained throughout its entire 
lifecycle, including operation, maintenance, transfer 
of ownership, and decommissioning.

In most safety-critical systems, defences do not 
need to be upgraded unless the assumptions made 
when the system was designed become invalid. In 
the automotive sector, systems (including vehicles 
and infrastructure) have traditionally operated 
in a well-defined environment, with little to no 
communication between systems. Thus, the risks to 
road transport safety were fairly static and well-
known.

In the security arena, attackers are continually 
discovering new vulnerabilities or developing 
new techniques for defeating existing defences. 
Attack tools also have a tendency to become 
commoditized, or packaged for easier use. This 
means that attacks that might once have required a 
high degree of skill or knowledge can now be used 
by threat agents with lower capability. This Clause 
contains recommendations on how to maintain 
effective defences, including upgrading systems 
to close avenues of attack or to patch uncovered 
vulnerabilities and close down new avenues of 
attack.

 

5.1 Protect, detect, respond

5.1.1 The organization should implement measures to 
protect the assets, systems and services that are under 
its control and that affect the safety of the connected 
automotive ecosystem against attack.

5.1.2 The organization should implement measures to 
detect attacks against the assets, systems and services 
that are under its control and that affect the safety of 
the connected automotive ecosystem (see 6.2).

5.1.3 The organization should be capable of responding 
to confirmed attacks on the products, assets, systems 
and services that affect the safety of the connected 
automotive ecosystem (see 6.4).

5.2 Secure operation, maintenance and 
decommissioning

5.2.1 The organization should ensure that all systems 
and services under their control are operated in a safe 
and secure way, and follow the documented approach 
developed in 4.8.1.

5.2.2 The organization should ensure that all systems 
and services under their control are maintained in 
a safe and secure way, and follow the documented 
approach developed in 4.8.2.

NOTE It is common for special arrangements to be 
put in place while maintenance is carried out, and it 
is important to ensure that these arrangements do 
not offer opportunities to attackers, even if they are 
temporary in nature.

5.2.3 For licensed or sub-contracted service/
maintenance organizations, security requirements 
should be incorporated in their license/contract.

NOTE Security requirements may include provision of a 
service level agreement.

5.2.4 The organization should ensure that any security-
related material contained in their assets (e.g. keys, 
design information) is securely removed or destroyed 
when the asset is sold, repurposed, or disposed.

NOTE Where this is delegated to a third-party or 
contractor, 5.2.4 can be complied with by including 
requirements in the contract.
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5.3 Access control

5.3.1 The organization should document and manage 
all access rights to its systems and assets. The rights 
granted to individuals should be periodically reviewed 
and removed when no longer required.

NOTE 1 Access rights need to be carefully controlled, 
especially rights that grant access to safety-critical 
operations.

NOTE 2 Controlling access needs to be balanced with 
the need for availability of information needed for 
end-users to operate and maintain their products. For 
example, access to a user’s manual would not typically 
be restricted.

5.3.2 Except for publicly available information systems/
services, access to a product, system or service should be 
protected by authentication.

NOTE 1 Designers are encouraged to consider 
alternative means of authentication to passwords. 
Several sources of guidance on authentication methods 
exist, e.g. NIST, Digital Identity Guidelines [24].

NOTE 2 For a single vehicle, access might be by a 
physical key, which counts as a form authentication.

5.3.3 The strength of authentication should be 
proportionate to the degree to which the systems or 
services support the safety or security of the ecosystem.

NOTE Examples of stronger forms of authentication are 
two-factor and biometric authentication.

5.3.4 Physical access to systems or assets that deliver or 
support safety or security-relevant products, systems or 
services should be controlled and monitored.

5.3.5 Unauthorized individuals should be prevented 
from accessing data or services at all points within the 
system.

5.4 Product, system and service updates

5.4.1 The organization should take steps to inform 
an end-user of its products, systems or services about 
updates when they are made available and encourage 
them to apply them.

NOTE 1 The end-user can be encouraged by, for 
example, emphasizing the security and/or safety impact 
of the update.

NOTE 2 It is preferred if software updates can be 
applied with as little effort as practicable. It might 
be possible to apply software updates to products 
or systems wirelessly (“over the air”) or enable end-
users, such as domestic vehicle owners, to update their 
systems without the need for specialist equipment.

5.4.2 The organization should consider the severity of 
any security or safety issue addressed by the update to 
determine how quickly it should be distributed.

5.4.3 Organizations supplying products, systems or 
services should take steps to ensure that the ability 
of customers and users (or their subcontracted 
maintenance providers) to acquire and apply updates is 
not unduly restricted.

NOTE It is important to bear in mind that it is common 
for attackers to reverse-engineer updates to discover 
any vulnerabilities it mitigates and there might be a 
rationale for the organization to require a license or 
other arrangement for access to updates.

5.4.4 The organization should make arrangements to 
receive updates from the manufacturers or suppliers 
of products, systems, or services that it supplies, 
redistributes or depends on.

5.4.5 The organization should make arrangements to 
ensure that updates to its assets are applied in a timely 
way, particularly if they have a security impact.

NOTE 1 Attention is drawn to the Automated and 
Electric Vehicles Act 2018 [25]. Section 4 of that Act 
allows an insurance policy for an automated vehicle 
to limit or exclude the insurer’s liability for damage 
occurring as a direct result of failure to install safety-
critical updates.

NOTE 2 If maintenance is delegated or subcontracted 
to another organization, this can be arranged using 
contractual clauses.

5.4.6 A safety or security-relevant system or service (e.g. 
infrastructure) should not be updated unless the impact 
of the update on the safety and security of the system 
or service and the wider ecosystem has been assessed 
and accepted to be tolerable.

5.4.7 An update should not be applied to a product, 
system or service unless its authenticity and integrity 
can be verified.

NOTE Techniques such as digital signatures can be used 
to verify the origin and integrity of an update.
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5.4.8 Where it is necessary to not apply or delay 
applying an update, the decision should be 
documented, justified and approved by a designated 
person in the organization, and the risk the decision 
incurs should be assessed and mitigated if needed.

NOTE 1 Some systems (particularly operational 
technology (OT)) might need to be taken offline to 
update, and this might take time to organize. In other 
cases, the organization might require time to analyse 
the impact of the update.

NOTE 2 EC/ISA 62443 offers guidance on patching in the 
context of industrial automation and control systems.

5.5 Innovation

NOTE Innovation covers new, potentially disruptive, 
uses of technology that can affect the way products, 
systems or services are used and undermine the 
assumptions made during the initial risk assessment. 
(An example of innovation is the use of cameras and 
image analysis to recognize road signs intended for 
use by drivers.) Innovation has the potential to expose 
the system to new modes of attack, introduce new 
vulnerabilities, or change the impact of failure or 
compromise.

5.5.1 The organization should monitor the adoption of 
new technology amongst customers and end-users of its 
products, systems or services, and amongst other actors 
in the ecosystem to assess their potential to reduce or 
increase safety related risks.

NOTE Innovation might also change the relevance of 
assets to safety and security. See also 3.4.3.

5.5.2 The organization should have a documented 
strategy to adapt its products, systems and services 
so that they remain safe and secure in the face of 
changing technology and use.

5.6 Discovery of vulnerabilities

5.6.1 The organization should have a documented 
process for handling communications from third parties 
reporting the discovery of vulnerabilities or new attacks 
that affect its products, systems and services.

NOTE The flow of information on vulnerabilities needs 
to be bidirectional. Informing third-parties when the 
organization discovers vulnerabilities in their products 
is covered in 8.3.4.

5.6.2 The organization should have a published policy 
for how it interacts with security researchers outside 
the industry. The policy should, at a minimum, enable 
ethical and/or responsible disclosure of vulnerabilities.

NOTE BS ISO/IEC 29147 gives guidelines for the 
disclosure of potential vulnerabilities in products, 
systems and services.

5.6.3 The organization should have documented 
processes to assess the safety impact of any alleged or 
actual vulnerabilities or new attacks.

NOTE See also Clause 6.

5.7 Threat monitoring

5.7.1 The organization should take steps to monitor 
and understand the threats posed to its products, 
systems or services.

5.7.2 Where available, the organization should 
subscribe/participate in government-led or industry-
adopted schemes for disseminating threat information.

NOTE An example is the Automotive Information 
Sharing and Analysis Centre (Auto ISAC),  
https://www.automotiveisac.com.

5.7.3 Reports of security incidents and anomalous 
system behaviour should be analysed for indications of 
new threats and the impact they might have on safety 
risk and design assumptions.

NOTE 1 Attackers use a variety of techniques to avoid 
detection via standard security monitoring, so it is 
important to use proactive security event discovery 
to detect threats that evade standard detection and 
prevention measures. Activity can be analysed to 
detect unusual patterns of activity that might indicate 
previously unknown threats.

NOTE 2 Data used for anomaly detection might include 
data with privacy implications.

5.8 Continuing risk management

5.8.1 The organization should have a standard process 
for continuing to manage security-related safety risks.

5.8.2 Assurance cases should be reviewed yearly and in 
rapidly changing threat environments more frequently, 
to ensure that they remain valid.

NOTE This is particularly relevant in the light of 
changing threats, knowledge about vulnerabilities, and 
the evolution of systems and their connectivity.
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6 Incident management

COMMENTARY ON CLAUSE 6

Organizations with responsibilities for safety in 
the automotive sector are likely to already have a 
mature process in place to identify and mitigate 
safety issues related to the design, manufacture or 
operation of their products, services or systems. Such 
reporting regimes are common in many safety-
critical industries (e.g. aviation, health). They likely 
cover short-term events such as a random fault or a 
failure in manufacturing or design, as well as low-
probability failures, which might be identified by 
longer-term statistical analysis. Organizations are 
also likely to have procedures for responding to and 
mitigating identified issues, such as informing users 
and customers, and arranging for repair or recall.

Security issues that impact safety also need to be 
identified and analysed in order to determine an 
appropriate response. Security offers some unique 
challenges when compared to safety in this respect. 
Security incidents often occur with a higher tempo 
than purely safety accidents, and require a more 
rapid response to ensure safety is maintained. This 
mainly stems from the fact that vulnerabilities are 
often shared amongst systems of a common design, 
and therefore multiple systems can be accessed 
simultaneously by an attacker. In addition, a tactic 
sometimes employed by threat agents is to attack 
the system and the organization’s response capability 
in parallel, in order to hamper activities aimed at 
mitigating or containing the attack. Therefore, the 
security of the response arrangements themselves 
is a concern. Timely and rapid dissemination of 
information is also important in responding to a 
security incident, particularly if threat agents make 
use of misinformation tactics (e.g. to influence user 
behaviour to bring about hazardous situations).

 

6.1 Planning

6.1.1 The organization should have a documented plan 
to manage events that indicate potential risk to the 
safety of their assets, products, systems and services.

6.1.2 The plan should include the handling of security 
issues as part of a coherent process.

6.1.3 The plan should include mitigation activities 
designed to contain or limit the impact of an attack 
or other security incident on the safety of the 
organization’s assets, products, systems and services and 
on the safety of the automotive ecosystem.

NOTE Further guidance on security incident 
management is available from NCSC [26], NIST [27], 
BS ISO 27035 and PAS 1885, Clause 7. Organizations 
might wish to implement an incident detection system 
compliant with ISO 27035.

6.1.4 The plan should identify an organizational 
function or role (a “point of contact”) with 
responsibility for coordinating incident response 
activities.

6.1.5 The plan should be exercised at least yearly.

NOTE Some organizations might find it appropriate to 
perform exercises in conjunction with others.

6.1.6 The security of the infrastructure used to detect, 
respond to, and manage incidents should be protected.

NOTE The incident management infrastructure might 
be targeted to hamper response efforts and therefore 
increase the impact of an attack.

6.2 Detection of security issues

6.2.1 The organization should have a program in place 
for detecting security issues in its assets, products, 
systems and services.

6.2.2 At least one means of contacting the organization 
to report a security issue should be advertised publicly 
and accessible to anyone.
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6.2.3 The organization should enable and encourage 
responsible and ethical disclosure of security issues with 
its products, systems and services.

NOTE Further guidance on receiving reports of 
vulnerabilities can be found in BS ISO/IEC 29147.

6.2.4 All personnel should be made aware of the means 
for reporting a suspected safety or security incident.

6.2.5 The organization should examine reports of 
failures (e.g. from warranty returns/repairs) for 
indications that the failure might have been caused by 
an attack.

6.2.6 Any computer networks that the organization 
operates, and on which the proper operation or safety 
of the organization’s products, systems or services 
depend, should be identified and actively monitored to 
detect security incidents.

6.2.7 The organization should subscribe to industry or 
government-led schemes that provide notifications of 
relevant incidents.

6.2.8 The organization should include contractual 
provisions for operators of safety-relevant services it 
uses to ensure that these services are monitored, and 
any relevant incidents are notified in a timely way.

6.3 Assessment

6.3.1 The organization should adopt a scheme for 
classifying security issues.

NOTE An example of an incident categorization system 
can be found in the NIST Computer Security Incident 
Handling Guide [27].

6.3.2 Detected events should be assessed as soon as 
possible, and within 24 hours, to determine if the event 
should be classified as a security incident.

6.3.3 The plan (see 6.1) should identify specific 
individuals who are responsible for and competent in 
assessing if any event might have a security dimension.

NOTE The fact that a system is under attack might 
not be clear in the initial stages of the incident, and 
it might be necessary to reassess as more information 
becomes available.

6.3.4 The organization should assess the impact of 
the security incident on the safety of their product or 
service.

6.4 Response

6.4.1 The organization should prepare a set of pre-
planned response scenarios that are graded depending 
on the impact of an incident.

NOTE 1 The response scenarios may be generic, and be 
tailored to the actual incident as part of the response.

NOTE 2 Pre-planned responses help to ensure an 
adequate speed of response to security incidents.

6.4.2 The plan should identify individuals with sufficient 
authority to authorize any actions needed to preserve 
the safety and security of the organization’s products, 
systems or services.

6.4.3 The plan should consider the possibility of a 
security incident so severe as to necessitate withdrawal 
or recall of the organization’s products, systems or 
services.

NOTE ISO 10393 contains guidance on the recall of 
products.

6.4.4 The response should include communicating with 
relevant entities, including:

a) 	 government agencies;

b) 	 suppliers;

c) 	 customers;

d) 	other industry actors; and

e) 	 end-users.

NOTE 1 Attacks might exploit vulnerabilities that 
are present in products, systems or services provided 
by other organizations, and it is essential that such 
organizations are notified quickly to ensure that they 
can also respond as needed. It is also important to 
notify operators of services that might be affected by a 
degraded state of the organization’s systems.

NOTE 2 Communication with end-users is necessary to 
prevent misinformation causing changes in behaviour, 
which might lead to adverse effects on safety.
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6.5 Post-event

6.5.1 Evidence that might provide information about 
the sequence of events leading to the incident should 
be preserved and analysed.

NOTE 1 Evidence such as logs are frequently targeted 
by attackers to obscure the nature and origin of 
their attack. Measures to prevent the modification or 
deletion of log entries might need to be deployed to 
prevent this.

NOTE 2 BS EN ISO/IEC 27037 contains guidance on the 
identification and capture of digital evidence, while  
BS EN ISO/IEC 27042 contains guidance on its analysis.

6.5.2 Following an incident, steps should be taken to 
identify and understand the underlying causes (e.g. 
vulnerabilities), and ensure that the risk management 
measures and risk assessment are updated if necessary.

6.5.3 The performance of the incident management 
plan should be reviewed post-incident and the plan 
should be updated if necessary.

6.5.4 Incidents that potentially have a criminal nature 
should be reported to the appropriate law enforcement 
agencies.

6.5.5 Lessons learned from the incident that might be 
of value to others in the sector should be shared via an 
appropriate mechanism (see 8.3 and 8.4).
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7 Secure and safe design

COMMENTARY ON CLAUSE 7

The design of safety systems is in part driven by 
the need to make the design as predictable as 
possible, and to include features that prevent, 
detect or mitigate faults. Some safety designs follow 
the philosophy that they ought to be as simple as 
possible, in order to reduce the number of potential 
faults introduced and aid in analysis.

Security concerns often require inclusion of 
additional functionality beyond that needed to 
ensure safety from non-security-related hazards. 
Such functionality might include intrusion detection, 
cryptography, improved access control and 
authentication, increased logging, and methods for 
updating and patching the system against newly 
discovered vulnerabilities and attack vectors. As with 
safety, a defence-in-depth approach is advocated, in 
which security controls are layered so that failure of 
a single control does not directly lead to a hazardous 
situation (for example, authentication might be 
required for all messages sent over ostensibly closed 
networks). This Clause contains recommendations for 
security measures that can be added to a system to 
increase the resilience of a system to attack.

Further guidance on Secure Development and 
Deployment [28] and Security Design Principles for 
Digital Services [29] is available from NCSC.

PAS 1885, 5.13 also requires that organizations use a 
lifecycle that embraces secure-by-design.

 

7.1 General

7.1.1 The measures described in Clause 7 should 
supplement, not replace, any measures that are 
specified in application-specific standards that are 
applied (e.g. ISO 26262 for vehicles).

7.1.2 Measures should not be applied if their 
application is judged to be inappropriate or 
disproportionate to the security benefit. The rationale 
for this judgement should be explicitly recorded.

NOTE 1 A balance has to be struck between cost, 
complexity and risk.

NOTE 2 A complex system might carry a higher risk of 
failure and might be harder to justify, which typically 
motivates making systems as simple as possible, while 
maintaining the required functionality, performance, 
reliability and security.

7.2 Secure design principles

The design should be based on a recognized set of 
secure design principles.

NOTE Examples of secure design principles can be 
found in the SAFECode “Fundamental practices for 
secure software development” [30] and the OWASP 
“Guide to building secure web applications and web 
services” [31], which both reference a set of secure 
design principles originally proposed by Saltzer and 
Schroeder [32] which include:

1)	 economy of mechanism: keep the design as simple 
as possible;

2)	 fail-safe defaults: base access decisions on 
permission rather than exclusion;

3)	 complete mediation: every access to every object is 
to be checked for authority;

4)	 open design: the design is not be secret;

5)	 separation of privilege: two keys are better than 
one;

6)	 least privilege: every program and every user of the 
system is to operate using the least set of privileges 
necessary;

7)	 least common mechanism: minimize the amount 
of mechanism common to more than one user and 
depended on by all; and

8)	 psychological acceptability: design for ease of use.
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7.3 Secure system configuration

7.3.1 A secure default configuration should be used for 
all hardware and software.

7.3.2 On safety-critical systems, the following measures 
should be applied:

a) 	 The safety-critical function is provided by dedicated 
hardware that is not used for any non-safety 
function.

b) 	Any unnecessary functionality or applications are 
removed or disabled.

c) 	 Any unnecessary network services are removed or 
disabled.

d) 	Unnecessary peripheral devices and removable 
media are removed or disabled.

e) 	 Only authorized software is allowed to run.

NOTE Maintaining a list of authorized software 
(“whitelisting”) is preferable to trying to identify all 
harmful software (“blacklisting”) using anti-virus and 
malware detection technology.

f) 	 Facilities to alter the configuration are protected 
from unauthorized users.

NOTE Further guidance on secure configuration and 
recommended configurations for particular platforms is 
available from NCSC [33].

7.4 Behaviour on failure

7.4.1 The system should include a mechanism to detect 
failures or unusual behaviour that might indicate 
compromise as the result of a security vulnerability.

NOTE For simple systems that are intended for 
integration into a larger system that contains measures 
to detect or mitigate failures, application of 7.4.1 might 
be disproportionate.

7.4.2 The system should be designed to take a 
proportionate response to maintain safety if a failure 
or suspected compromise is detected.

NOTE Examples of responses are an indication for 
maintenance, fall-back operation or transition to 
a minimal risk state. For some failures, including 
component failures, the system might be able to 
continue to operate safely.

7.4.3 Failures or suspected compromises should be 
reported to the operator via an appropriate mechanism 
and recorded for subsequent analysis.

7.5 Defence in depth

NOTE Further guidance on this topic can be found from 
ICS-CERT [34] and in PAS 1885, Clause 9.

7.5.1 The design of the system should be such that 
safety does not rely on the correct operation of any 
single component or sub-system.

NOTE 1 For example, a measurement of vehicle speed 
might be derived from more than one source of 
information.

NOTE 2 For simple systems that are intended for 
integration into a larger system that contains measures 
to detect or mitigate failures, application of this clause 
might be disproportionate.

NOTE 3 ISO 26262 provides guidance on the concept of 
single-point failures and how they can be avoided.

7.5.2 Computer networks should be segmented with 
access controls at the segment boundaries so that the 
spread of potential attacks is limited.

NOTE 1 The degree of segmentation depends on 
the types and degree of connectivity in the network. 
Segmenting some simple networks might be infeasible 
or disproportionate (see 7.1.2).

NOTE 2 IEC/ISA 62443 provides guidance on security 
zones and conduits for network segmentation.

7.5.3 The compromise of a non-safety related 
component should not enable the compromise of a 
safety-related component.

7.5.4 The design of the system should prevent a non-
safety-related component inducing a safety-related 
component to take an unsafe action. If this is not 
possible, the non-safety-related component should be 
treated as safety-related.

NOTE Possible ways of achieving this are isolating 
safety-related components/systems from non-safety-
related components/systems, or by treating non-safety-
related components as untrustworthy.

7.6 Use of cryptography

NOTE Cryptography has many applications in 
maintaining security, including preventing access  
to information/data (encryption), verifying data 
integrity and authentication. More detailed  
guidance on cryptographic controls can be found  
in BS EN ISO 27002, Clause 10.

7.6.1 Only cryptographic algorithms that have been 
subject to analysis and approval by a competent 
independent expert group should be used.
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7.6.2 Only cryptographic implementations that have 
been subject to analysis and approval by a competent 
independent expert group should be used.

NOTE In the United Kingdom, NCSC provides a list of 
certified cryptographic products [35].

7.6.3 Steps should be taken to ensure that the processes 
and systems for securely generating, storing, archiving, 
retrieving, distributing and retiring cryptographic keys 
provide a sufficient level of protection and trust.

7.7 Protection of software

7.7.1 Steps should be taken to protect the software 
from unauthorized access.

NOTE Such measures include procedural controls and 
prohibiting unauthorized distribution of copies of the 
software.

7.7.2 Steps should be taken to protect the software 
from unauthorized analysis or unauthorized reverse 
engineering.

NOTE Protection techniques, such as obfuscation or 
cryptography may be used to achieve this.

7.7.3 Steps should be taken to protect the integrity of 
software and safety-relevant data.

NOTE Integrity of data can be protected by use of 
secure fingerprints or checksums, or requiring an 
enhanced level of access to write to protected areas  
of memory. Techniques also exist to protect the 
software against interference while it is executing  
(i.e. control-flow integrity). More details can be found 
in Stavroulakis & Stamp, Handbook of Information and 
Communication Security [36].

7.8 Diagnostics

7.8.1 The system should provide an interface for 
diagnosing faults securely.

NOTE If the design makes provision for diagnostics, the 
motivation for bypassing security controls to diagnose 
faults is reduced. However, it is permissible to restrict 
access to more powerful functions or the ability to 
change certain sets of parameters.

7.8.2 Interfaces that are intended for diagnostic 
purposes should be protected against misuse.

NOTE 1 Physically hiding access ports is not considered 
adequate protection. An example of adequate 
protection might be requiring authentication before 
allowing access through the interface.

NOTE 2 SERMI [37] provides guidance on accreditation, 
approval and authorization to access security-related 
repair and maintenance information for third-party 
maintenance organisations.

7.8.3 Diagnostic or debugging actions that interact with 
safety-relevant systems should be restricted in scope so 
as not to allow them to be abused to create a hazard.

NOTE For example, the diagnostic action might be 
restricted to only act when the vehicle is moving at low 
speed.

7.8.4 Diagnostic equipment should be stored in a 
physically secure location.

7.8.5 Diagnostic equipment should require 
authentication before use.

NOTE To ensure accountability, it might be necessary to 
require that each user of the equipment has a personal 
set of authentication credentials that are not shared 
between users.

7.8.6 All diagnostic and corrective actions performed 
during maintenance should be recorded in a secure 
fashion in a log.

7.8.7 The log should include details of the action 
performed, the time at which it was performed, and 
the identity of the user who performed the action.

7.8.8 Diagnostic commands that affect the system’s 
state or configuration, or cause an action, should 
be managed using secure protocols, including 
authentication.

7.9 Patching and updates

7.9.1 There should be a mechanism for updating the 
system safely and securely.

NOTE 1 For example, all updates to be checked for 
authenticity, and it is only possible to update the 
product or service when it is in a safe state.

NOTE 2 Additional guidance on patching and updates 
can be found in PAS 1885, 10.3.
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7.9.2 The organization should enable the operator or 
owner of a product or system to identify the revision 
of software installed therein and determine if updates 
are available without the need for access to restricted 
information or specialised equipment.

NOTE Equipment such as cables or interfacing software 
supplied with a product or device is not considered 
specialized equipment.

7.9.3 The design should facilitate updates to the 
product or service without compromising its overall 
safety and security.

NOTE For example, the product or service could be 
designed in a modular fashion with an architecture that 
enforced strong separation between components.

7.9.4 It should be possible to revert an update or 
restore the system to a known good state if the update 
process is not successfully completed.

7.10 Protection of communications

7.10.1 The design should take steps to verify the 
integrity and authenticity of data transmitted between 
components or received from other systems or external 
connections.

NOTE While safety-related systems often use checksums 
or similar methods as a means of detecting accidental 
corruption of data, a simple checksum does not 
provide adequate protection against an attacker with 
knowledge of the checksum algorithm, who can modify 
both the data and the checksum. Techniques that make 
use of a digital signature based on a secret key can be 
used to establish the authenticity of data.

7.10.2 Safety-critical data that is transmitted between 
components of the system should only be transmitted 
so that the data cannot be manipulated (spoofed, 
blocked) by a non-safety system.

7.10.3 Data that is transmitted between components 
of the system on a link that is not accessible either 
externally or to untrusted internal components, should 
be checked for integrity and validity.

NOTE 1 Timing constraints and bandwidth limitations 
might mean that it is not technically feasible to check 
the authenticity of data sent over a real-time bus, 
but this is only acceptable if it can be shown that the 
internal network cannot be accessed by an external 
source or an untrusted internal source.

NOTE 2 Further guidance on securing communications 
in automotive networks can be found in Annex E.

7.10.4 The design should support the verification of the 
integrity, validity and authenticity of data it transmits.

7.10.5 The design should verify the integrity, validity 
and authenticity of data it receives from external 
sources.

NOTE A common source of vulnerabilities is for an 
application to assume that data that passes an integrity 
check is valid. It is also important to check that the data 
is valid, for example, to check that the values of data 
fields are within range and are internally consistent.

7.10.6 Data that reveals sensitive information about 
the system that might facilitate an attack should be 
encrypted to ensure confidentiality.

7.11 External services and devices

7.11.1 The system should be designed to interact safely 
and securely with external services and devices.

NOTE “External devices” are devices that are not 
permanently integrated with the system.

7.11.2 The integrity, validity, and authenticity of data 
received from external services and devices should be 
verified.

7.11.3 The degree to which external data is trusted 
should depend on the safety-impact of the data and 
the trustworthiness of the source.

NOTE For example, data without any impact on safety 
might be accepted from a potentially untrustworthy 
source, data with moderate safety relevance might 
require a trusted source, while safety-critical data might 
only be accepted from two independent sources.

7.11.4 The system should not make safety-related 
decisions on the basis of information received from an 
external source, unless the source has an appropriate 
level of trust, the information can be verified or the risk 
from ignoring the information is unacceptable.

NOTE An example of verification would be 
corroboration by an independent source.

7.11.5 The system should not rely on the availability of 
external services to operate safely.

NOTE For example, even highly-reliable services such 
as Global Navigation Satellite System (GNSS) can be 
jammed by attackers.
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7.11.6 The system should be able to withstand receiving 
corrupt, invalid or malicious communications on 
external interfaces, while maintaining safe operation.

NOTE This includes flooding, denial of service and 
jamming.

7.12 Forensic recording

7.12.1 The system should include measures to 
record system activities securely to enable forensic 
examination and aid identification of the cause of a 
security incident. The record should be preserved for an 
appropriate time period.

NOTE 1 Safety systems often include an event data 
recorder or “black box” device that can be used to 
investigate the cause of a safety incident and this 
device can also be used to investigate the cause of 
security incidents. NHTSA has produced a rule (National 
Highway Traffic Safety Administration 49 CFR Part 
563 38]) that defines the types of data required to be 
recorded. This document focusses on vehicle crashes, 
and could be used to specify such a vehicle system, 
though logging other security-related data could also 
be considered.

NOTE 2 An appropriate time period is determined by 
factors such as the criticality and sensitivity of the data, 
and the amount of time that might be required for the 
incident to be detected and an investigation instigated.

NOTE 3 Attention is drawn to the possibility that such 
records might contain personally identifiable data, and 
applicable legislation might impose requirements for 
how the data is stored and protected.

NOTE 4 BS EN ISO/IEC27037 contains guidance on the 
identification and capture of digital evidence.

7.12.2 Where practicable, a component or subsystem 
that is to be integrated into a larger system should 
support logging in a secure manner.

7.12.3 The forensic recording facility should be 
designed so that it is not possible for an attacker to 
modify the records and conceal their actions.

7.12.4 The forensic recording facility should be 
designed so that actions are logged in a timely manner.

NOTE If logging is designated as low-priority, there is  
a risk that some actions might not be logged in time  
to ensure their preservation, e.g. if power is lost to  
the unit.

7.12.5 All significant actions performed by the system 
should be recorded, including both safety and non-
safety-related actions.

7.12.6 The forensic recording system should record 
changes made to safety relevant and security relevant 
parameters, with the time and the origin of the change.

7.12.7 The forensic recording system should make 
use of a timestamping system that enables the actual 
sequence of events or actions to be reconstructed.

7.13 Secure user behaviour and interfaces

7.13.1 The possibility for compromised components 
or systems to affect user behaviour in an unsafe way 
should be mitigated by the design of the user interface.

NOTE Examples of ways in which user behaviour can be 
changed include distraction, presentation of misleading 
information, or incentives to change or disable safety 
or security functionality.

7.13.2 The system should be designed so as to permit 
and promote secure user behaviour.

NOTE An example is to promote the use of strong 
authentication methods such as two-factor 
authentication, or strong passwords.

7.14 Development environment

7.14.1 All software should be developed in accordance 
with secure coding practices.

NOTE Examples of guidance on secure coding practices 
are MISRA-C [39], SEI CERT C Coding Standard [40] and 
SAFECode [30]. Further guidance on safe and secure 
coding practices can be found in Annex C.

7.14.2 Each tool used in the development and assurance 
process should be assessed for its role in mitigating 
security related safety risks and its potential role as an 
attack vector.

NOTE Tools include specialized tools for development 
and verification (compilers, debuggers, static analysers, 
formal verification tools, testing tools), general 
purpose development tools (build tools, configuration 
management tools, issue tracking and code review 
tools), general purpose applications (email, web 
browser, office applications, document tracking 
systems), and operating systems (client and server).

7.14.3 The design and development environment and 
infrastructure should be secured against threats that 
might manipulate the design and development process 
or compromise the integrity of the product or service.

NOTE This includes physical, personnel and information 
security.
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8 Contributing to a safe and secure world

COMMENTARY ON CLAUSE 8

In safety industries, lessons learned are typically 
shared to push good practice forward. The safety 
of systems is often communicated to end users and 
society at large via compliance with regulations, 
certification to standards, or specific testing schemes 
(such as the NCAP scheme for crash worthiness). 
Accident and near-miss investigations provide a 
formalized route for learning from experience, 
especially in the regulated high-hazard industries.

In contrast, in a security context, information that 
might help adversaries to optimize their behaviour 
needs to be protected. This includes information 
on vulnerabilities that are in the process of being 
patched, or details of the organization’s threat 
intelligence or details of both successful and 
unsuccessful attacks.

It is worth noting that an organization’s assets 
could be used to compromise the assets of another, 
and the resilience of the connected automotive 
ecosystem as a whole can be improved if all assets 
involved are hardened against attack – so called 
“herd immunity” – and information on security 
vulnerabilities and failure modes is shared to enable 
appropriate design decisions to be made. While the 
safety-focused organization will be attuned to the 
need to monitor, respond and learn from and share 
experience, security will bring new definitions of 
what constitutes an event worth reporting, changes 
to how and to whom this information is reported, 
the protocols for reporting and escalating externally. 
This is particularly relevant in the context of systemic 
failure, where hazardous situations can be caused 
in a class of systems due to a shared common 
vulnerability.

PAS 1885, Clause 8 also contains guidance on 
cooperating with other organizations in the context 
of automotive cyber-security.

8.1 Managing risks

The organization should assess and manage risks to:

a) 	 the wider connected automotive ecosystem; and

b) 	 society more generally;

that might be derived from failure or compromise of its 
products, systems or services.

NOTE 1 The approach depends on the safety- and 
security-related nature of the product or service and 
the regulatory regime that applies.

NOTE 2 Examples of risk to society generally might 
include the widespread failure of the organization’s 
products, systems and services, leading to a reduction 
in the capacity of the road transport network with a 
consequential impact on many other activities.

8.2 Compatibility and interoperability

The organization’s products, systems and services 
should make use of industry-adopted standards for 
communication and security, where they can be shown 
to support adequate levels of safety and security.

8.3 Information sharing

8.3.1 The organization should enable its customers to 
assess the security of their product, system or service 
by making sufficient design and assurance information 
available.

NOTE To protect intellectual property, information 
such as detailed design documentation can be made 
available under a non-disclosure agreement (NDA) or 
DISA (see 3.8).

8.3.2 The organization should be able to provide 
third parties with assurance or certification that the 
organization’s processes relevant to the production of a 
safe product, system or service are secure.

8.3.3 The organization should collaborate with relevant 
organizations to obtain knowledge and understanding 
of current and relevant threats.

NOTE Relevant organizations might include 
governmental organizations (including security 
agencies), industry umbrella groups and other industry 
actors.
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8.3.4 If the organization becomes aware of 
vulnerabilities that affect or might affect the products, 
systems or services of another organization, it should 
responsibly disclose such vulnerabilities to those 
organizations.

NOTE Vulnerabilities might be identified through post-
incident analysis (see 6.5), or have been reported by 
third-parties.

8.3.5 The organization should support other 
organizations in the connected automotive sector to 
understand and manage security risks arising from the 
use or abuse of its services, systems or products.

8.4 Collaboration

8.4.1 The organization should collaborate with relevant 
organizations to share, develop and foster the adoption 
of good engineering practices to mitigate current and 
relevant threats.

NOTE Relevant organizations might include 
governmental organizations (including security and law 
enforcement agencies), industry umbrella groups and 
other industry actors.

8.4.2 The organization should define an approach for 
adopting open design practices and deciding when and 
how to share designs and source code.
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Annex A (informative) 
Risk assessment

A.1 General

There are a wide range of generic and industry-specific 
standards and guidance for separately addressing 
safety and security risks. While these approaches are 
relatively mature, challenges arise when applying them 
together in a security informed safety context. This 
Annex discusses some of these challenges.

A.2 Impact on the project lifecycle

This PAS considers the impact of security on safety 
for overall governance and for individual phases of 
the lifecycles of products, systems and services in the 
automotive ecosystem. However, it is important to 
recognize that safety and security currently follow 
different processes (e.g. ISO 26262 and SAE J3061 
[23] for the safety and cybersecurity, respectively, of 
vehicles) and have differing scopes (e.g. security seeks 
to protect assets that might not be relevant to safety). 
An integrated approach requires there to be one or 
more points of interaction in the safety and security 
lifecycles where security specialists and safety engineers 
can exchange safety and security concerns and agree 
appropriate controls.

A.3 Impact on hazard identification

Security concerns could have an impact on:

a) 	 the system boundaries;

b) 	what systems could potentially affect safety;

c) 	 the stakeholders involved; and

d) 	 the validity of design safety assumptions.

A conventional safety analysis uses a well-defined 
system boundary, and the analysis identifies causal 
factors (typically random or accidental events) that 
could result in a hazard. This is shown in Figure A.1. 
The hazard occurs on the boundary of the system 
being analysed. Barriers (design countermeasures) 
can be implemented within the system to reduce the 
likelihood of a hazard developing from its identified 
causes. Further barriers could also exist outside the 
system boundary that reduce the likelihood that 
the hazard leads to an accident. The barriers are 
shown in Figure A.1 with red vertical lines. The terms 
countermeasures, barriers and controls are often used 
interchangeably in safety, though control is perhaps 
more generic and applies better to security situations.

Figure A.1 – Schematic showing the relationship between causal factors, hazards  
and accidents
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If security concerns are included, the organization  
needs to consider external threats that can exploit  
vulnerabilities within the system and compromise the  
system’s functionality leading to an unsafe system state.  
This is shown in Figure A.2, where security controls are  
shown with a red vertical line.

Figure A.2 – Extension of Figure A.1 to include security
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In addition, the analysis might take account of security 
controls outside the system boundary that limit the risk 
of attack, and additional controls might need to be 
implemented within the system. Typically security issues 
do not create new hazards (i.e. new unsafe states) but 
do alter the likelihoods of the existing hazards, and can 
make hazards that were previously deemed incredible, 
plausible. Enhanced hazard identification techniques 
are being developed to take these issues into account 
(e.g. Schmittner, et al. [41], Fovino, et al. [42], Steiner 
and Liggesmeyer [43]).

A.4 Impact on risk estimation

Conventional safety analysis presumes a relatively 
stable environment where the initiating events are 
understood and relatively unchanging over time. 
Therefore, it is possible to perform a quantified 
risk assessment for a system with a high degree of 
confidence in its accuracy. Risk estimation in a safety 
context is based on factors such as:

a) 	 initiating event frequency;

b) 	 event impact; and

c) 	 controllability and mitigations.

However, in a security context, the types of attack are 
not necessarily known in advance and the likelihood 
and frequency of attack varies more over time, 
depending on the nature and number of attackers and 
changes in technology that facilitate attacks.

Furthermore, some of the assumptions that safety 
engineers might make (e.g. about independent failure 
of redundant components or of diverse “defence-in-
depth” barriers) are no longer guaranteed if these 
elements are all vulnerable to attack. Organizations 
need ways of addressing these uncertainties, which 
might require a balance of qualitative and quantitative 
approaches. For example, a system might be designed 
to withstand attacks up to some qualitative capability 
level (see Bloomfield et al [44]). 
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One definition of capability levels can be found in 
NCSC, Technical Risk Assessment and Risk Treatment 
[45]. The capability levels range from 1 to 5 where, for 
instance:

a) 	 Capability level 5 is classed as “formidable”. 
The threat source is extremely capable and well 
resourced (for example, a hostile nation-state). It 
can:

1) 	 devote several man-years to penetrating the 
system or service;

2) 	 develop bespoke attacks;

3) 	 coordinate information about targeted systems 
or services from several sources;

4) 	 cultivate insiders for long-term attacks;

5) 	 deploy large amounts of equipment; and

6) 	 coordinate attacks using several threat agents.

b) 	Capability 4 is classed as “significant”. The threat 
source is capable and has significant resources (for 
example, a well-organized terrorist or criminal 
group). It can:

1) 	 devote several man-weeks to penetrating a 
system;

2) 	 use all publicly available attack tools;

3) 	 influence insiders for specific attacks; and

4) 	 deploy modest amounts of equipment.

Threat sources at the lower levels have fewer resources 
and technical capabilities. Typical examples are a skilled 
lone hacker and a novice hacker. In general, threat 
sources with higher capability are more difficult to 
defend against, but are also fewer in number.

Threat capability, along with other factors such as 
motivation, might be taken into account to produce an 
overall estimate of the risk. A quantitative risk might 
be estimated for attacks up to a given capability level. 
Attacks beyond that level (e.g. nation state attacks) 
might be presumed to be infeasible to prevent, and 
separate measures, such as resilience and incident 
management, might be needed to maintain safety in 
such occurrences.

Security risk estimates might also need to be more 
frequently updated than risk estimates for purely safety 
risks. This could be prompted by developments such as 
the release of a tool enabling lower-capability agents 
to carry out attacks previously only in the reach of 
higher-capability agents.

A.5 Impact on risk treatment

Even though there are inherent uncertainties associated 
with malicious attacks, the risks posed by such attacks 
still need to be tolerable. The identification of control 
measures needs to take account of a number of factors 
including:

a) 	 the level of uncertainty (which might be expressed 
qualitatively);

b) 	what is proportionate (given the societal impact if 
the attack succeeds);

c) 	 the side effects of additional controls and 
complexity; and

d) 	what recovery measures are needed (recognising 
that these could also be attacked).

More generally, there is a need to take a more dynamic 
view of risk that ensures that new forms of attack 
can be recognised and responded to over the system 
lifetime.

A.6 Addressing uncertainty

As noted by the NCSC (Critical Appraisal of Risk 
Methods and Frameworks [46], Risk Management 
Principles 2016 [47] and Security Governance: 
Enabling Sensible Risk Management Decisions and 
Communication [48]), risk assessment has limitations. 
In particular, most methods fail to recognize the 
level of uncertainty inherent in the judgements 
made in the assessment, for example, regarding the 
completeness of the set of attacks or the effectiveness 
of countermeasures. It is therefore important to allow 
for these uncertainties, for example, by monitoring 
the performance of countermeasures and adapting 
to changes in the threat picture. It is also important 
to have a system architecture that is capable of being 
updated when new security problems are identified.
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Annex B (informative) 
Assurance and safety cases

B.1 Introduction

Systems can have a variety of safety roles: they can 
directly provide some form of protection, initiating a 
safety function (such as a braking system), they can 
indirectly support safety by providing a user with 
information to make a safe decision, or they can 
provide a service that has to be delivered within a 
particular functional and performance envelope for the 
system to be safe. In all these situations, the system, 
service, component or end-user needs to have sufficient 
and well-placed confidence that they get the service 
required: the systems they depend on have to be both 
trusted and trustworthy.

In the safety area, safety cases are a well-known 
approach for describing whether a system is safe, 
how it might be hazardous and why that judgement 
can be trusted. Therefore when we are dealing with 
a system whose failure can lead to danger, a safety 
case is the appropriate approach. For subsystems and 
other services with only an indirect impact on safety, 
or for components of a safety relevant system, then 
the organization needs to have confidence that the 
sub-system or service meets its explicit or implicit 
requirements in a way that leads to the safety of the 
overall system.

A more general approach to addressing the need for 
confidence in engineering decisions is assurance cases. 
An assurance case can be defined as:

“a documented body of evidence that provides 
a convincing and valid argument that a system is 
adequately dependable for a given application in a 
given environment” [13].

In practice, assurance cases can be very complex and 
might include thousands of pages of documentation, 
diagrams, analyses, and tests. Therefore, summary 
reports (e.g. a safety case report) are provided that pull 
together the reasoning and the evidence.

B.2 Structuring assurance cases

An assurance case often starts from a top-level claim. 
The top-level claim states the overall intention for the 
assurance case. If the assurance case is developed to 
demonstrate some aspect of regulatory compliance, this 
is often derived from the regulation the assurance case 
is trying to meet. An example of a top level claim might 
be:

“System X is safe”.

The precise meaning of “safe” and details of the system 
context and its environment need to be detailed in the 
remainder of the case.

Over the past decade there has been a move to develop 
an explicit claim or goal-based approach to engineering 
justification and considerable work has been done  
on the structuring of engineering arguments (e.g.  
Kelly and Weaver [49], ASCAD — Adelard Safety  
Case Development Manual [6] and Bishop, et al. [50]), 
and supporting standards and guidance (e.g.  
BS ISO/IEC 15026-2:2011 and GSN Community Standard 
[51]). Current assurance case practice makes use of a 
basic approach that can be related to ideas originally 
developed by Toulmin [52] – claims are supported by 
evidence and an argument (“warrant”) that links the 
evidence to the claim. There are variants of this basic 
approach that present the claim structure graphically 
such as goal structuring notation (GSN) (Kelly and 
Weaver [49]) or claims-argument-evidence (CAE) [1] 
(see Figure B.1). These notations [49] can be supported 
by tools (Emmet, et al. [53] and Rushby, “Mechanized 
support for assurance case argumentation,” [54]) that 
can help to create and modify the claim structure 
and also assist in the tracking of evidence status, 
propagation of changes through the case, and 
handling of automatic links to other requirements and 
management tools. A rigorous analysis of assurance 
cases is provided in Rushby, “The Interpretation and 
Evaluation of Assurance Cases” [55].
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Figure B.1 – The CAE Framework

The key elements of the Claims, Argument, Evidence (CAE) approach are:

Claims, which are assertions put forward for general acceptance. They are 
typically statements about a property of the system or some subsystem. Claims 
that are asserted as true without justification become assumptions and claims 
supporting an argument are called sub-claims.

Arguments, which link the evidence to the claim. They are the “statements 
indicating the general ways of arguing being applied in a particular case and 
implicitly relied on and whose trustworthiness is well established” (Toulmin 
[52]) together with the validation for the scientific and engineering laws 
used. In an engineering context, arguments should be explicit.

Evidence, that is used as the basis of the justification of the claim. Sources 
of evidence might include the design, the development process, prior field 
experience, testing (including statistical testing), source code analysis or 
formal analysis. 

In order to support the use of CAE, a graphical notation is used to describe the interrelationship of the claims, 
arguments and evidence. In practice, possible top claims such as “the system is adequately secure” are too 
vague or are not directly supported or refuted by evidence. It is therefore necessary to develop them into sub-
claims until the final nodes of the assessment can be directly supported (or refuted) with evidence. The basic 
concepts of CAE are supported by BS ISO/IEC 15026-2:2011 and industry guidance (see ASCAD — Adelard Safety 
Case Development Manual [6]).

In the light of an empirical analysis of actual safety cases, this PAS identifies a number of basic building blocks 
(CAE blocks) that can form the basis for describing the assessment (Bloomfield and Netkachova [56]). The blocks 
are:

a)	 concretion blocks; This block is used where a claim needs further clarification, e.g. because part of it is too 
vague or general;

b)	 substitution blocks; This block substitutes a claim for a system and property with another claim that is easier 
to provide evidence for, e.g. making a simpler conservative claim, making a claim about a test system rather 
than the real system as evidence is available on the test system;

c)	 decomposition blocks; This block is very commonly used in a divide and conquer approach where a claim 
about a system is decomposed into claims about constituent subsystems, or where a property is be divided 
into sub-properties (e.g. security into confidentiality, availability and integrity, or hazards into different 
classes of hazards);

d)	 calculation blocks; This block is where a claim has a value associated with it that is calculated from sub-
claims; and

e)	 evidence incorporation blocks; This block is used to make the link between the evidence and a closely 
associated claim.

The resulting CAE structure supports the assessment being made, but in addition, there will be important 
narrative and analyses explaining and detailing the claims and arguments being made. Narrative is an essential 
part of the assessment. 
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B.3 Evolution of safety case concept in 
ISO 26262

In the automotive sector there has been some adoption 
of structured approaches and the forthcoming revision 
to ISO 26262 strengthens and clarifies the role of the 
safety case. The key changes to the terminology and 
requirements are provided in Table B.1 and Table B.2.

Table B.1 – Vocabulary changes in ISO 26262

Part 1 – Vocabulary

Current wording (2011-2012 edition) New wording (2016 public review draft)

safety case 

argument that the safety requirements for an item 
(1.69) are complete and satisfied by evidence compiled 
from work products of the safety activities during 
development

safety case 

argument that functional safety (3.64) is achieved for 
safety-related products, such as items (3.82), systems 
(3.163), elements (3.38), and satisfied by evidence 
compiled from work products (3.183) of the safety 
(3.131) activities during development.

NOTE The revised version of ISO 26262 is still under development at publication so the above wording might be 
subject to change.

Table B.2 – High-level safety case requirements: changes in text of ISO 26262

Part 2 – Management of functional safety

Clause 6 – Safety management during the concept phase and the product development

Clause 6.1 – Objectives

Part 1 – Vocabulary

Current wording (2011-2012 edition) New wording (2016 public review draft)

[…] The second objective of this clause is to define the 
requirements for the safety management during the 
concept phase and the development phases, including 
[…] the creation of the safety case, and the execution 
of the confirmation measures

The intent of this clause is to ensure the following 
objectives are achieved by the organizations involved 
in the concept phase or the development phases at 
the system, hardware or software level: […]

the creation of a comprehensible safety case in order 
to provide an argument for the achievement of 
functional safety;

NOTE The revised version of ISO 26262 is still under development at publication so the above wording might be 
subject to change.

MISRA is developing guidelines [57] to support the new 
version of ISO 26262. These provide a number of safety 
case templates to support the application of the revised 
standard.
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B.4 Addressing security issues

While the GSN and CAE notations are general purpose 
and provide a framework for security assurance, 
there are two types of change that security issues 
bring to the fore. The first is the need to introduce 
more formality into the reasoning of the cases to 
manage the wider scope. The development of CAE 
blocks addresses this to some extent (Bloomfield & 
Netchakova, Building Blocks for Assurance Cases [56]) as 
do longer term visions of automated reasoning support 
(Rushby, “Mechanized support for assurance case 
argumentation” [54]). Increased rigour also brings with 
it the need for approaches to structuring the detailed 
cases: for example, the notion of layered assurance and 
structuring cases in terms of “layers” of requirements 
and policy, architecture and implementation (Delong 
[58] and Bloomfield, et al. “Security-Informed Safety: If 
it’s not secure, it’s not safe” [59].

In terms of content, the provisions of this PAS provide 
a clear indication of the scope required in general. 
The (CAE) framework (ASCAD — Adelard Safety 
Case Development Manual [6] and Bishop, et al. “A 
Methodology for Safety Case Development” [50]) can 
be used to analyse the impact of security on existing 
safety assessment or safety cases and thus identify the 
significant changes needed to address security explicitly 
(Bloomfield, et al. “Security-Informed Safety: If it’s 
not secure, it’s not safe” [59] and Netkachova, et al. 
“Investigation into a Layered Approach to Architecting 
Security-Informed Safety Cases” [60]. Incorporating 
security into the safety assessment impacts the design 
and implementation process as well as the approach to 
verification and validation. In particular, there is a need 
from a security perspective to consider:

a) 	 Integration and interaction of requirements, e.g. 
of safety, with security and resilience supported by 
security informed hazard analysis techniques.

b) 	 Supply-chain integrity, e.g. mitigating the risks of 
devices being supplied compromised or having 
egregious vulnerabilities.

c) 	 Post-deployment malicious events that change 
in nature and scope as the threat environment 
changes and a corresponding need to consider 
prevention (e.g. implementing a risk-based patching 
policy) but also recovery and resilience.

d) 	Reduced lifetime of installed equipment as there 
is a weakening of security controls as attackers’ 
capabilities and technologies change.

e) 	 Threats to the effectiveness and independence of 
safety barriers and defence in depth.

f) 	 Design changes to address user interactions, 
training, configuration, and software vulnerabilities 
and patching. These might lead to additional 
functional requirements for security controls.

g) 	 Possible exploitation of the device/service to 
attack itself or other systems and the need 
for confidentiality of design and deployment 
information.

h) 	 The trustworthiness and provenance of the evidence 
offered.
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Annex C (informative) 
Secure versus safe coding practices

C.1 Introduction

Safety standards such as IEC 61508 and ISO 26262 
require all safety-related software to be developed in 
accordance with a suitable coding standard. One of the 
reasons for using a coding standard is to avoid the use 
of unsafe programming language features. According 
to PD ISO/IEC TR  24772:2013, which provides guidance 
on avoiding vulnerabilities in programming languages:

“All programming languages contain constructs 
that are incompletely specified, exhibit undefined 
behaviour, are implementation-dependent, or are 
difficult to use correctly. The use of those constructs 
may therefore give rise to vulnerabilities, as a result 
of which, software programs can execute differently 
than intended by the writer. In some cases, these 
vulnerabilities can compromise the safety of a system or 
be exploited by attackers to compromise the security or 
privacy of a system.”

Many security vulnerabilities are the result of software 
defects. This has resulted in the emergence of secure 
software development as a discipline. The aim is to 
develop software that is free from security defects, 
and a broad consensus has developed around a set of 
common principles and practices that span the entire 
software engineering lifecycle.

Coding is only one part of the lifecycle, but empirical 
evidence suggests that approximately 50% of 
software defects are caused by coding bugs that can 
be eliminated by the use of secure coding practices 
(McGraw [61]). The remaining defects are caused by 
architectural or design flaws that are more difficult 
to fix.

Coding bugs are a particular problem in unsafe 
programming languages such as C and C++ that do not 
protect against simple kinds of attack such as buffer 
overflow. Programs written using languages such as 
Java or Ada are less likely to contain coding bugs but 
are still susceptible to security defects caused by design 
flaws.

A number of standards and guidelines for secure coding 
in C and C++ have been developed. As examples, four 
of which are described in this Annex.

C.2 PD ISO/IEC TS 17961, Information 
technology – Programming languages, 
their environments and system software 
interfaces – C secure coding rules

PD ISO/IEC TS 17961 proposes a set of secure coding 
rules for C. The rules are designed to provide a check 
against a set of programming flaws that are known 
from practical experience to have led to vulnerabilities. 
All of the rules are designed to be enforceable by static 
analysis. The current edition of the standard (as at 
publication) contains 46 secure coding rules that cover 
a broad range of topics, including pointers, arrays, 
integer arithmetic, dynamic memory allocation, signal 
handling, error codes, and input/output. However, 
unlike other standards, no attempt is made to organize 
these rules into categories that relate to particular 
classes of vulnerability.

An unusual but important aspect of the standard is 
that it deals with a concept called “taint analysis”. The 
idea is that input data should be considered “tainted” 
until it has been “sanitized”, and this leads to a series 
of rules that are designed to limit the spread of tainted 
data throughout the program. Such rules effectively 
impose constraints on data flow within the program.

C.3 SAFECode

The Software Assurance Forum for Excellence in Code 
(SAFECode) has published a guide to fundamental 
secure software development practices that have been 
shown to be effective [30]. These cover design, coding 
and testing – in particular, eight secure coding practices 
are identified:

a) 	 minimize use of unsafe string and buffer functions;

b) 	 validate input and output to mitigate common 
vulnerabilities;

c) 	 use robust integer operations for dynamic memory 
allocations and array offsets;

d) 	use anti-cross site scripting (XSS) libraries;

e) 	 use canonical data formats;

f) 	 avoid string concatenation for dynamic SQL 
statements;

g) 	 eliminate weak cryptography; and

h) 	use logging and tracing.
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C.4 MISRA C

The Motor Industry Software Reliability Association 
(MISRA) publish a set of guidelines for the use of the C 
language in critical systems, popularly known as MISRA 
C. The most recent edition of these guidelines was 
published in March 2013 [39].

The publication of PD ISO/IEC 17961 led to a discussion 
within the MISRA C community about the extent to 
which MISRA C could be used as both a safe coding 
standard and a secure coding standard (Bagnara [62]). 
A detailed comparison of the two standards resulted 
in the publication of a security amendment for MISRA 
C:2012 [63], but demonstrated that the existing MISRA 
standard [39] already provided good coverage of most 
of the secure coding rules in PD ISO/IEC 17961 (see 
MISRA C:2012 Addendum 2 [63]).

C.5 AUTOSAR C++

The Automotive Open System Architecture (AUTOSAR) 
partnership have developed a set of guidelines for the 
use of the C++14 language in safety-related and critical 
systems [65]. These guidelines update the MISRA C++ 
guidelines [66] to cover a more recent version of the 
C++ language, but do not yet cover security.

C.6 Discussion

There is considerable overlap between safe coding 
standards such as MISRA C [39] and secure coding 
standards such as PD ISO/IEC 17961. Both are concerned 
with preventing common mistakes that could result 
in runtime errors or undefined behaviour. However, 
the focus of safety standards and security standards is 
slightly different. Safe coding standards are concerned 
with producing high quality code whereas secure 
coding standards are concerned with producing code 
that is free from particular coding bugs. Both aim 
to reduce the likelihood of coding errors that could 
result in unsafe/insecure code, but neither guarantees 
functional correctness.

In principle, software designed to meet safety 
requirements should validate all inputs and therefore 
not be vulnerable to attack, but this depends on the 
extent to which the safety requirements anticipate 
the possibility of deliberately malicious inputs that are 
designed to exploit weaknesses in the input validation. 
For this reason, it is perhaps significant that the security 
amendment to MISRA C [63] includes an explicit 
directive that requires external inputs to be checked for 
validity:

“Directive 4.14 – The validity of values received from 
external sources shall be checked.”

This implies that the requirements of MISRA C:2012 [39] 
are not adequately secure without this addition.

The introduction to PD ISO/IEC 17961 contains some 
interesting observations about secure programming 
guidelines and security-critical systems:

“The largest underserved market in security is ordinary, 
non-security-critical code. The security-critical nature 
of code depends on its purpose rather than its 
environment. […] There are already standards that 
address safety-critical code and therefore security-
critical code. The problem is that because they must 
focus on preventing they are required to be so strict 
that most people outside the safety-critical community 
do not want to use them. This leaves ordinary code […] 
unprotected.”

It is clear from the more general secure coding 
guidelines published by SAFECode [30] that several 
classes of security vulnerability are application-specific 
and therefore fall outside the scope of general-purpose 
guidelines for safe or secure coding like MISRA C [39] 
and ISO/IEC 17961. Although security vulnerabilities in 
web applications might appear to have little relevance 
to safety-critical software, this depends on the nature 
of the interface between the safety system and external 
systems. Therefore, it is important for the designers 
of safety-critical systems to be aware of these kinds of 
vulnerability.

One of the requirements of IEC 61508 is to ensure that 
there is an adequate separation between safety-related 
code and non-safety related code on the same system. 
In order to demonstrate non-interference between 
software elements on the same computer, one aspect 
necessary to consider is the possibility of a security-
vulnerability in a non-safety function being used to 
compromise the platform and hence its safety-critical 
functions.

Finally, although safe communication protocols over 
open networks require the use of cryptographic 
protocols to ensure the authenticity of messages, safe 
coding standards provide little or no guidance on the 
choice of cryptographic algorithms and technologies. 
This is a specialized area that requires expert 
knowledge and the use of proprietary algorithms and 
implementations is actively discouraged. Instead, good 
practice is to build safety-critical systems using standard 
protocols and technologies that are known to be 
secure, and considering digital key management as part 
of the safety case.
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Annex D (informative) 
Approaching safety and security integration

D.1 Introduction

This PAS deals with many different aspects of 
considering security in the context of the safety of an 
automotive ecosystem. One of the most challenging 
areas is where safety and security interact, particularly 
in cases where their aims contradict or where there are 
unintended consequences. Interactions can stem from

a) 	 overlapping requirements;

b) 	overlapping functionality;

c) 	 the use of shared resources or platforms;

d) 	 information flow; and

e) 	 misuse or abuse.

In general, these safety and security interactions might 
present the opportunity to make decisions that could 
result in trade-offs between safety and security. In 
some cases, they could result in direct conflicts between 
safety and security that cannot be easily resolved. For 
example, consider an access system that remains in a 
locked state if it fails. Such a system is fail-secure, in 
that an attacker cannot gain access, but is not fail-safe, 
in that personnel cannot escape in the event of, e.g. 
fire. The interactions between a security policy and 
the safety requirements need to be assessed and any 
trade-offs identified. In some circumstances, increased 
security might reduce safety so it is essential to consider 
these holistically.

For safety, the most important considerations 
are ensuring that systems provide the required 
functionality with a given level of reliability (comprising 
integrity and availability). When the security 
perspective is included, confidentiality also becomes a 
concern. In this PAS we have recommended measures 
to protect the confidentiality of information that could 
be used by a threat agent to identify vulnerabilities or 
conduct an attack. The privacy of individuals is outside 
the scope, but there might be situations in which 
personal data could be used to inform an attack, or 
where the disclosure of sensitive data leads to non-
physical harm.

Figure D.1, taken and generalized from Netkachova, 
et al. “Investigation into a Layered Approach to 
Architecting Security-Informed Safety Cases” [60], 
shows different scenarios where security and safety 
interact:

1) 	 In the bottom left corner is an area of maximum 
operational benefit, where with low levels of threat 
and no significant safety challenge, it is relatively 
straightforward to satisfy both aspects.

2) 	 In the bottom right there is an area where security 
concerns might dominate due to the threat level. 
(e.g. with a need to restrict access to the device). In 
this case, the safety analysis must show that these 
constraints are acceptably safe even if they do cause 
higher workload or operational complexities.

3) 	 A corresponding zone in the top left corner, where 
safety issues dominate and the security policy is the 
same or weakened. In this case, the security analysis 
must show that identified security threats are 
satisfactorily mitigated by other means during this 
time.

4) 	 The top right hand corner is a very uncertain area 
where some special capabilities might be needed, 
e.g. in the form of a manual override to security 
policy.

Figure D.1 – A schematic showing how 
security and safety interact in different 
scenarios
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An organization has a clear legal and ethical 
responsibility to deliver a safe product, system or 
service. This PAS also articulates a responsibility to 
enable safe behaviour in others and to promote 
the safety and security of the ecosystem as a whole. 
Therefore, despite the complexities that consideration 
of security brings,

•	safety responsibilities and requirements are not to be 
diluted.

However,

•	the organizational, technical and resourcing 
advantages that security brings are to be recognized 
and encouraged.

D.2 Examples of specific actions

Table D.1 highlights some specific areas where actions 
can be taken to minimize the need to trade-off safety 
and security.

Table D.1 – Examples of specific actions relating to the areas covered in this PAS

Topic Actions

Security policy, 
organization and 
culture

Address confidentiality conflicts, so that safety is not compromised by the withholding 
of relevant information on security grounds (“need to know”) and put in place 
appropriate information sharing.

Make suitably competent and experienced security people available for integrated 
hazard analysis, taking into account competing resource needs.

Manage the risk that an increased number of personnel with access to security 
information and system specific security knowledge might have on overall security. 
Such information might be valuable to any attackers.

Security-aware 
lifecycle

Analyse requirements early on for policy interactions between safety and security.

Explicitly address uncertainties in the likelihood of attacks in risk assessments.

Recognize and encourage the safety benefit from building security in (e.g. greater use 
of static analysis, high integrity coding practices).

Maintaining effective 
defences

Balance the relative risks and benefits of timely intervention with respect to patching 
and system modification.

Ensure sufficient resources are available to review and where necessary update safety 
assurance cases, particularly so that that security patches or updates are not unduly delayed.

Incident management Ensure that the primary aim of incident management is to maintain safety, while also 
ensuring that other aims, such as cost and availability are also adequately considered.

Identify requirements to support incident management at the design stage. This will 
enable the required architectures and controls to deliver both the safety benefit and 
high security. For example, an integrated forensics capability for both security and safety.

Secure and safe design Take into account the increased attack surface when calculating the net safety gain 
from redundant systems. Once security is taken into account the gain might be 
reduced or minimal.

Define information flow policies to enable maximum use of information when the 
system is under stress.

Ensure that security measures (such as forensic recording) that might impose an 
additional burden on the system’s resources do not increase the risk of unsafe failure.

Contributing to a safe 
and secure world

Ensure securing a product does not lead to safety issues for others in the eco-system, 
e.g. by restricting recovery, information flows.

Ensure forensics and incident analysis can identify issues in sufficient detail to enable 
learning.
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In expressing the need to prioritize safety, this PAS 
has conveniently ignored the question of scope: safe 
for whom? An action to increase the safety of one 
system might pose or increase a (safety) hazard or a 
(security) threat to another. For example, consider the 
case of a system in a vehicle that automatically calls 
the emergency services if a crash is detected. Making 
the thresholds and barriers to activating such a system 
as low as possible provides the greatest assurance that 
help is called if the vehicle is in a crash, but it might 
also enable flooding or denial-of-service attacks on the 
emergency system, being detrimental to the safety of 
the ecosystem as a whole. Increasing security controls 
(by, for example, blacklisting sources of calls) could 
increase the chance that a valid call is rejected.

Such a situation calls for consideration of resilience. 
Resilience is a property that describes the ability to 
change and adapt, and applies both to individual 
products, systems and services as well as to the 
ecosystem as a whole. Forms of resilience can be the 
preparation of fall-back modes of operation and 
a plan to adapt to and recover from, unforeseen 
circumstances.
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Annex E (informative) 
Automotive networks

E.1 General

In recent years, a number of security researchers (e.g. 
Koscher, et al. [67], Checkoway, et al. [68], Foster, et 
al. [69] and Miller & Valasek [70]) have demonstrated 
that it is possible to launch a cyber-attack on a vehicle 
and override its safety features. Such attacks can 
either be launched locally or remotely and typically 
exploit the fact that the various subsystems connected 
to the in-vehicle network are trusted to behave in a 
safe fashion. As a consequence, any device connected 
to the in-vehicle network can send a safety-related 
message to any other device, and this message is 
acted upon, regardless of the consequences. Local 
cyber-attacks rely on the ability to attach a malicious 
device to the in-vehicle network via the mandatory 
on-board diagnostic (OBD) port, whilst remote attacks 
use a wireless connection to access and compromise a 
device connected to the in-vehicle network, such as the 
infotainment system or telematics box.

E.2 Securing in-vehicle communication

There are three basic approaches that can be used to 
secure communications over the in-vehicle network 
Hoppe, et al. [71], Ueda, et al. [72] and Palanca [73]:

a) 	 Partition the network into trusted and untrusted 
domains.

b) 	Add a security protocol that requires knowledge of 
a secret (e.g. a cryptographic key or certificate).

c) 	 Install network and host intrusion detection 
mechanisms.

Network partitioning is probably the optimal solution 
but is not something that can easily be retrofitted to 
an existing vehicle. However, many vehicles are already 
designed with the in-vehicle network partitioned 
between safety and non-safety related devices, and 
this is likely to become increasingly common in the 
future now that the cyber security threat to vehicles 
has been recognized. Unfortunately, partitioning the 
network is not as straightforward as it might seem. 
For example, the infotainment system needs to be 
aware of the vehicle speed and road noise in order 
to ensure that music is audible within the driving 
compartment. A possible solution to the need for this 
kind of connectivity between safety and non-safety 
related devices would be for the safety component to 
broadcast the required information through a one-
way gateway, thus ensuring that the information was 
accessible to the non-safety related device, without 
allowing that device to access safety functions of the 
vehicle. Another approach would be to configure the 
network gateway with a “white list” that only allowed 
specific interactions between safety and non-safety 
devices, with any other attempted interaction being 
blocked.

The introduction of security protocols is problematic 
because of timing and bandwidth constraints. The 
packet size on a CAN network is only 8 bytes, so it 
would not be feasible to add a digital signature to 
every packet. Although it is possible to use an end-to-
end security protocol for a bulk data transfer such as 
uploading a new version of the firmware, it would not 
make sense to batch up real-time control messages 
in this way, which are relatively short and need to be 
delivered in a timely fashion. However, standards such 
as BS ISO 14229, which defines a unified diagnosis 
service, recognize the need for security controls. The 
standard includes provision for certain diagnostic 
operations such as uploading firmware to require  
the use of a security protocol to “unlock” the  
required functionality in the target device. Similarly,  
BS ISO 26021, which deals with end-of-life activation of 
pyrotechnic devices such as airbags, includes a number 
of protective features, including the requirement for 
the necessary software to be loaded into memory 
before it can be unlocked and activated.
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The third approach is the least intrusive, at least at 
the network level, and a number of companies now 
offer network intrusion products for automotive in-
vehicle networks. These rely on the fact that in order 
to override the safety function, an attacker needs 
to send messages at a much higher rate than usual, 
so anomalous traffic on the network can be readily 
identified. Responding safely in this situation is more 
difficult. One possibility might be to attempt to 
suppress the anomalous messages, allowing only the 
genuine messages to get through. However, if this 
is not possible, the intrusion detection device must 
somehow alert the other devices on the network or the 
driver that there is a problem, without disabling the 
vehicle, which could be travelling at speed.

E.3 Securing remote-access to the vehicle

In order to prevent remote attacks on the vehicle, 
it is necessary to secure the devices that are used as 
the entry point for such attacks. A defence in depth 
approach is recommended to guard against the wide 
range of vulnerabilities that security researchers have 
discovered with existing devices. Examples of measures 
that could be deployed to comply with some of the 
recommendations in Clause 7 are listed below:

a) 	 Requiring end-to-end authentication from caller to 
vehicle (for example, using public-key cryptography 
for mutual recognition).

b) 	 Imposing limitations on who is allowed to call the 
vehicle and what kind of services they are allowed 
to access remotely.

c) 	 Making the address (phone number) of the vehicle 
inaccessible to unauthorized parties (for example, 
the vehicle’s network address might only be 
accessible via a virtual private network).

d) 	Only accepting incoming connections from 
authorized parties and only connecting out to 
authorized known parties.

e) 	 Hardening devices that accept incoming connections 
against attack – in particular, disabling any 
unnecessary services or functions so that its attack 
surface is reduced (this is particularly important 
if the device contains an embedded operating 
system).

f) 	 Configuring the system for production mode and 
disabling any features used for debugging during 
development.

g) 	Designing the device in accordance with secure 
design principles (for example, secure coding 
guidelines should be followed).

h) 	Checking all external input for validity to guard 
against buffer overflow attacks.

i) 	 Including proactive security measures to check that 
the integrity of the device’s firmware or execution 
state in memory has not been compromised.

j) 	 Requiring an appropriate degree of authorization 
for performing safety-related functions.

k) 	 Only allowing remotely accessible devices to send 
a limited number of “white listed” messages to 
specified devices on the vehicle, and blocking, 
logging and alerting unauthorized messages.

Note that the ISO 20077 series of standards on Road 
Vehicles – Extended Vehicle Methodology will contain 
requirements that automotive manufacturers consider 
the safety and security implications of any remote 
service to their vehicles.

E.4 Layered approach to automotive 
cyber attacks

The most effective protection against automotive cyber-
attacks is to adopt a layered approach and assume 
that all entry points to the vehicle, whether wireless 
or physical, are potentially vulnerable. Measures are 
then taken to harden each access point against attack 
but also to detect successful attacks and limit their 
propagation within the in-vehicle network. This is 
the approach advocated by the National Highway 
Traffic Safety Administration (NHTSA) in the USA, who 
recommend focusing on four main areas [74]:

a) 	 protective/preventative measures and techniques – 
reducing the likelihood and impact of a successful 
attack by isolating safety-critical systems and 
networks using hardware and software solutions 
such as network gateways and encryption;

b) 	 real-time intrusion detection measures – 
continuously monitoring the network for potential 
intrusions;

c) 	 real-time response methods – measures to mitigate 
the potential adverse effects of a successful attack, 
preserving the driver’s ability to control the vehicle; 
and

d) 	 assessment of solutions – information sharing and 
analysis of potential vulnerabilities and hacking 
techniques by affected parties, development and 
dissemination of solutions to other stakeholders.
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Annex F (informative) 
Security and safety of a composite system

F.1 General

Systems are nearly always developed by the integration 
of existing products with new ones, by integrating 
components or subsystems from a supply chain to 
form the overall system. The term used to describe this 
is composition. The challenge is to assure the safety 
and security of the overall system. It is not sufficient 
to assume that assurance of the component parts is 
enough to assure the safety and security of the overall 
system. Rather, a justification for the overall system is 
needed.

Sometimes the development of composite systems 
follows a formalized path – as recommended in 
ISO 26262, BS EN IEC 62443 and other standards, 
which tend to focus on physical systems. However, 
composition involving intangible assets such as 
information and data is also important, particularly 
when security issues such as confidentiality is 
considered. While strict confidentiality concerns are 
outside the scope of the PAS, it should be borne in 
mind that threat agents can make use of information 
to identify vulnerabilities or otherwise aid attacks.

The system structure is defined by an architecture that 
describes how the components are brought together 
to form the system. Those parts of the connected 
automotive ecosystem that use ISO 26262 are familiar 
with the rather specific terminology it uses. It clarifies 
distinctions between systems and components:

a) 	 system – set of components that relates at least 
a sensor, a controller and an actuator with one 
another;

b) 	 component – non-system level element that is 
logically or technically separable and is comprised 
of more than one hardware part or of zero or more 
software units;

c) 	 hardware part – portion of a hardware component 
at first level of hierarchical decomposition; and

d) 	 software unit – atomic level software component of 
the software architecture that can be subjected to 
stand-alone testing.

Evidence can be provided for components. For ISO 
26262 this can be provided in the form of a safety 
case, for other parts of the ecosystem it could be other 
forms of evidence (e.g. compliance to BS ISO 27001). 
In addition to considering how the various attributes 
of the components behave under composition, how 
to compose the assurance artefacts is also to be 
considered. To use this evidence for the assurance 
case of the overall system, the validity, accuracy, 
completeness, trustworthiness and comprehensibility of 
this evidence are to be assessed (e.g. does the evidence 
relate to the correct product version? Is there enough 
detail? Is the terminology inconsistent or confusing?).

ISO 26262 does not deal with composition of safety 
cases directly, but it does define two situations that 
involve some form of composition. The first situation 
is a distributed development, where responsibility for 
developing an item in accordance with ISO 26262 is 
shared between a customer and one or more suppliers. 
The details of this collaboration are specified in a 
development interface agreement. Although there is 
a shared responsibility and a common objective, the 
functional safety assessment provided by the supplier 
is limited in scope and the overall functional safety 
assessment for the item must be provided by the 
customer.

The other situation is the use of a safety element out 
of context (SEooC). In this case, there is no formal 
relationship or agreement between the customer and 
supplier. Instead, the supplier develops a general-
purpose SEooC under a specific set of assumptions, 
and it is the responsibility of the customer to decide 
whether these assumptions are applicable and 
therefore whether the safety element can be reused or 
needs to be adapted for a specific context.
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F.2 The behaviour of a combined system

The attributes of a composite system are related to 
the attributes of the component systems or services, 
but it is not necessarily a one to-one relationship. The 
composite system can:

a) 	 share some of the attributes of its component 
systems;

b) 	have additional attributes due to, e.g. emergent 
behaviour; and/or

c) 	 mitigate unwanted behaviour of components, e.g. 
vulnerabilities in one component that are mitigated 
by another.

In order to assess whether the composite system 
has the desired properties in a security context, the 
organization typically considers:

1) 	 initiating events (or attacks);

2) 	 vulnerabilities;

3) 	 potential faults and error conditions;

4) 	 hazards;

5) 	 failures or consequences; and

6) 	 controls, mitigations or barriers.

Table F.1 illustrates analysis of these aspects of 
the combined system that might be affected by 
composition. A rigorous approach to approaching 
issues associated with assuring a composite system is to 
address questions given in this table.

Table F.1 – Composition questions

Composition question Security related example

What is the impact on the 
frequency and nature of 
attacks?

Do increased attack surfaces or aggregation of assets, including intangible 
assets such as information, lead to the system being easier to attack and a 
more attractive target? 

What are the combined 
vulnerabilities of the systems?

Does a vulnerability that might be benign in one component allow the 
exploitation of another?

Does the combined system limit the impact of vulnerabilities in individual 
components?

What is the impact on faults of 
the overall system?

Is the reliability of the system impacted adversely by the unreliability of a 
security control? 

What is the impact on the 
nature and consequences of 
the hazards?

Would a security attack or compromise make different hazards credible or 
increase the consequences of an accident?

What is the impact on 
controls, barriers and 
mitigations?

Are the controls in the different components compatible or interact in an 
unfortunate way?

Does security make any independence or common assumptions invalid? 
Are there covert channels between the components?

Are there common vulnerabilities across components increasing chances of 
common mode failure?

What is the impact on 
recovery?

How would an attack on the recovery mechanisms and communication 
mechanisms impact recovery and the system resilience? 

Are the mechanisms compatible?
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F.3 Impact on ASILs and SILs

The generic safety standard IEC 61508 has the concept 
of safety integrity level (SIL) and ISO 26262 has a 
variant of this, known as automotive safety integrity 
level (ASIL). An ASIL is established by performing a risk 
analysis of a potential hazard by looking at the severity, 
exposure and controllability of a vehicle-operating 
scenario. In particular, combinations of events that can 
be dismissed as improbable for random failure events 
become credible if there is a malicious attack. Security 
issues that impact the assignment and use of ASIL-rated 
components are illustrated in Table F.2.

Table F.2 – Example impact of security on ASILs

ASIL factor Example of impact of security

Severity – estimate of the 
extent of harm to one or more 
individuals that can occur in a 
potentially hazardous event.

Greater scope for fleet wide impact and systemic failure.

Simultaneous failures become credible, e.g. spontaneous acceleration when 
brakes fail.

Exposure – state of being in 
an operational situation that 
can be hazardous if coincident 
with the failure mode under 
analysis. 

Unrevealed compromises. Component failure increased due to vulnerabilities 
(e.g. interactions, resource depletion, memory corruption, message flooding 
on buses).

Greater number of situations become credible due to possible multiple 
failures or misinformation.

Controllability – ability to 
avoid a specified harm or 
damage through the timely 
reactions of the persons 
involved.

Use of infotainment to distract and stress driver, confusion with multiple 
failures, alarm flooding can both reduce controllability or be reason that 
exposure increased and forces driver error.

As a result, an ASIL assigned to a component from a 
conventional random failure perspective might be 
insufficient when potential attacks are taken into 
account.

F.4 Summary

Security adds complexity to the challenge of assuring 
a composite system. While many aspects are similar 
to the safety perspective, a potentially significant 
difference is that knowledge that a system can be 
used as a component in a particular composite system 
might change the threat profile for that component. 
Additionally, the techniques needed to address 
vulnerabilities and their interactions in a composite 
system might be different to the techniques needed 
to address safety hazards. The derivation of integrity 
levels might also be significantly impacted by security 
issues.
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Annex G (informative) 
UK Government CAV cyber security principles

Table G.1 reproduces the CAV principles given in the 
recent UK Government publication “The key principles 
of cyber security for connected and automated 
vehicles” [1] and indicates where they are covered in 
the main clauses of this PAS.

NOTE The CAV principles given in Table G.1 are 
reproduced from “The key principles of cyber security 
for connected and automated vehicles” [1] and contain 
public sector information licensed under the Open 
Government Licence v.3.0.

Table G.1 – UK Government CAV cyber security principles

CAV Principle Relevant Clause 
in this PAS

1 – Organisational security is owned, governed and promoted at board level. 3.2.1, 3.2.2

1.1 – There is a security program which is aligned with an organisation’s broader mission 
and objectives.

3.1.1, 3.1.2

1.2 – Personal accountability is held at the board level for product and system security 
(physical, personnel and cyber) and delegated appropriately and clearly throughout the 
organisation.

3.2.1, 3.2.4

1.3 – Awareness and training is implemented to embed a ‘culture of security’ to ensure 
individuals understand their role and responsibility in ITS/CAV system security.

3.6.1

1.4 – All new designs embrace security by design. Secure design principles are followed in 
developing a secure ITS/CAV system, and all aspects of security (physical, personnel and 
cyber) are integrated into the product and service development process.

4.3, Clause 7

2 – Security risks are assessed and managed appropriately and proportionately, including 
those specific to the supply chain

3.3, 3.5, 4.2, 4.7

2.1 – Organisations must require knowledge and understanding of current and relevant 
threats and the engineering practices to mitigate them in their engineering roles.

4.2, 5.1, 5.4

2.2 – Organisations collaborate and engage with appropriate third parties to enhance 
threat awareness and appropriate response planning.

8.3

2.3 – Security risk assessment and management procedures are in place within the 
organisation. Appropriate processes for identification, categorisation, prioritisation, and 
treatment of security risks, including those from cyber, are developed.

3.3, 4.2, 5.8

2.4 – Security risks specific to, and/or encompassing, supply chains, sub-contractors 
and service providers are identified and managed through design, specification and 
procurement practices.

3.5, 4.7
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Table G.1 – UK Government CAV cyber security principles (continued)

CAV Principle Relevant Clause 
in this PAS

3 – Organisations need product aftercare and incident response to ensure systems are 
secure over their lifetime.

Clause 6

3.1 – Organisations plan for how to maintain security over the lifetime of their systems, 
including any necessary after-sales support services.

Clause 5

3.2 – Incident response plans are in place. Organisations plan for how to respond to 
potential compromise of safety-critical assets, non-safety-critical assets, and system 
malfunctions, and how to return affected systems to a safe and secure state.

6.1

3.3 – There is an active programme in place to identify critical vulnerabilities and 
appropriate systems in place to mitigate them in a proportionate manner.

5.4, 5.6, 6.2

3.4 – Organisations ensure their systems are able to support data forensics and the recovery 
of forensically robust, uniquely identifiable data. This may be used to identify the cause of 
any cyber, or other, incident.

6.5.1, 7.9

4 – All organisations, including sub-contractors, suppliers and potential 3rd parties, work 
together to enhance the security of the system.

3.5, 9.4

4.1 – Organizations, including suppliers and 3rd parties, must be able to provide assurance, 
such as independent validation or certification, of their security processes and products 
(physical, personnel and cyber).

4.4.2, 4.5, 8.3.2

4.2 – It is possible to ascertain and validate the authenticity and origin of all supplies within 
the supply chain.

4.7.1

4.3 – Organisations jointly plan for how systems will safely and securely interact with 
external devices, connections (including the ecosystem), services (including maintenance), 
operations or control centres. This may include agreeing standards and data requirements.

8.2

4.4 – Organisations identify and manage external dependencies. Where the accuracy or 
availability of sensor or external data is critical to automated functions, secondary measures 
must also be employed.

3.5, 7.11

5 – Systems are designed using a defence-in-depth approach. 7.5

5.1 – The security of the system does not rely on single points of failure, security by 
obscuration or anything which cannot be readily changed, should it be compromised.

7.5.1

5.2 – The security architecture applies defence-in-depth and segmented techniques, seeking 
to mitigate risks with complementary controls such as monitoring, alerting, segregation, 
reducing attack surfaces (such as open internet ports), trust layers / boundaries and other 
security protocols.

7.3, 7.5

5.3 – Design controls to mediate transactions across trust boundaries, must be in place 
throughout the system. These include the least access principle, one-way data controls, full 
disk encryption and minimising shared data storage.

7.5.2

5.4 – Remote and back-end systems, including cloud based servers, which might provide 
access to a system have appropriate levels of protection and monitoring in place to prevent 
unauthorised access.

6.2.6
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Table G.1 – UK Government CAV cyber security principles (continued)

CAV Principle Relevant Clause 
in this PAS

6 – The security of all software is managed throughout its lifetime. Clause 5

6.1 – Organisations adopt secure coding practices to proportionately manage risks from 
known and unknown vulnerabilities in software, including existing code libraries. Systems 
to manage, audit and test code are in place.

7.14

6.2 – It must be possible to ascertain the status of all software, firmware and their 
configuration, including the version, revision and configuration data of all software 
components.

7.9.2

6.3 – It’s possible to safely and securely update software and return it to a known good 
state if it becomes corrupt.

7.9.4

6.4 – Software adopts open design practices and peer reviewed code is used where possible. 
Source code is able to be shared where appropriate.

8.4.2

7 – The storage and transmission of data is secure and can be controlled. 7

7.1 – Data must be sufficiently secure (confidentiality and integrity) when stored and 
transmitted so that only the intended recipient or system functions are able to receive 
and / or access it. Incoming communications are treated as unsecure until validated.

7

7.2 – Personally identifiable data must be managed appropriately. Out of scope

7.3 – Users are able to delete sensitive data held on systems and connected systems. Out of scope

8 – The system is designed to be resilient to attacks and respond appropriately when its 
defences or sensors fail

7.4.1

8.1 – The system must be able to withstand receiving corrupt, invalid or malicious data or 
commands via its external and internal interfaces while remaining available for primary 
use. This includes sensor jamming or spoofing.

7.11.6

8.2 – Systems are resilient and fail-safe if safety-critical functions are compromised or cease 
to work. The mechanism is proportionate to the risk. The systems are able to respond 
appropriately if non-safety-critical functions fail.

7.2
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