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Preface 

The safety of automated vehicles (AVs) is intrinsic to their success both in the marketplace 
and as the kind of transformative innovation that their proponents anticipate. In the summer of 
2017, the Uber Advanced Technologies Group approached the RAND Corporation to request 
help in crafting a framework for measuring AV safety that could aid in public discussion of the 
issues. This project builds on previous RAND research into AV trends and related public policy. 
Whereas prior work has addressed issues broadly and analytically, this project has looked more 
closely at what companies that are key to the evolution of AVs have been doing to foster and 
evaluate the safety of those vehicles. The report is intended for a broad public audience. 

In this report, we develop a framework for measuring safety in AVs that could be used 
broadly by companies, policymakers, and the public. We considered how to define safety for 
AVs, how to measure safety for AVs, and how to communicate what is learned or understood 
about AVs. Given AVs’ limited total on-road mileage compared with conventional vehicles, we 
consider options for proxy measurements—i.e., factors that might be correlated with safety. We 
also explore how safety measurements could be made in simulation and on closed courses. The 
closely held nature of AV data limits the details of what is made public or shared between 
companies and with the government. The report focuses on identifying key concepts and 
illuminating the kinds of measurements that might be made and communicated.  

The research reported here was conducted in two programs. The RAND Science, 
Technology, and Policy program focuses primarily on the role of scientific development and 
technological innovation in human behavior, global and regional decisionmaking as it relates to 
science and technology, and the concurrent effects that science and technology have on policy 
analysis and policy choices. The program covers such topics as space exploration, information 
and telecommunication technologies, and nano- and biotechnologies. The RAND Justice Policy 
Program spans both criminal and civil justice system issues with such topics as public safety, 
effective policing, police–community relations, drug policy and enforcement, corrections policy, 
use of technology in law enforcement, tort reform, catastrophe and mass-injury compensation, 
court resourcing, and insurance regulation. Research in both programs is supported by 
government agencies, foundations, and the private sector. 

RAND Justice, Infrastructure, and Environment (JIE) conducts research and analysis in civil 
and criminal justice, infrastructure development and financing, environmental policy, 
transportation planning and technology, immigration and border protection, public and 
occupational safety, energy policy, science and innovation policy, space, telecommunications, 
and trends and implications of artificial intelligence and other computational technologies. 

Questions or comments about this report should be sent to the project leader, Marjory S. 
Blumenthal (Marjory_Blumenthal@rand.org). For more information about RAND Science, 

mailto:Marjory_Blumenthal@rand.org
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Technology, and Policy, see www.rand.org/jie/stp or contact the director at stp@rand.org. For 
more information about RAND Justice Policy, see www.rand.org/jie/justice-policy or contact the 
director at justice@rand.org. 

http://www.rand.org/jie/stp
mailto:stp@rand.org
http://www.rand.org/jie/justice-policy
mailto:justice@rand.org
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Summary 

The race to introduce automated vehicles (AVs) to consumers and communities is premised 
in part on the promise that they will be safer than conventional vehicles (i.e., driven by humans). 
That race is being undertaken by a diverse, global collection of companies bridging the 
traditional automotive and technology sectors, including new and established players. Companies 
have focused on their own innovations in the quest to be the most successful. But the industry, 
policymaking community, and public can benefit from better ways to understand and discuss the 
safety implications of AV technology. This report presents a framework to discuss how safety 
can be measured in a technology- and company-neutral way. Our work focuses on highly 
automated, complete vehicles operating in the roadway ecosystem. These vehicles are composed 
of features consistent with Level 4 in the Society for Automotive Engineers taxonomy system 
accepted by industry and government. The vehicle can perform all driving functions within 
certain, prespecified conditions.  

The meaning of safety in regard to AVs is surprisingly unclear—no standard definition 
exists. In this report, we define safety as the eliminating, minimizing, or managing of harm to the 
public (which can include people, animals, and property, but we focus on harm to people). 
Following precepts from public health and engineering, we recommend methods to understand 
progress toward safety.  

The public and the policymaking community have an important interest in comparing AV 
safety with the safety of conventional vehicles. Unfortunately, that comparison is complex 
because there are different limitations on the breadth and depth of data collected for AVs and for 
conventional vehicles. Additionally, AVs might have limitations on where and when they can 
operate. Level 4 AVs operate with full automation within developer-set parameters, which 
compose the operational design domain (ODD). An ODD can be defined in terms of geography, 
weather, lighting, roadway markings, previous experience on that specific roadway, and other 
factors. Comparisons among AVs and between AVs and conventional vehicles must draw their 
data from the same ODD, otherwise results are likely biased.  

To date, AVs remain in development and are operating only in small numbers in limited 
situations. That fact underscores the importance of understanding safety through the vehicle 
model’s life stages of development, demonstration, and commercial deployment (Figure S.1). 
Drawing from conversations with companies, researchers, safety advocates, and policymakers, a 
research team from the RAND Corporation developed a framework that looks across the settings 
associated with AV development and demonstration (simulation, closed courses, and public 
roads) and deployment (on public roads). 

The practice that we are calling demonstration (while acknowledging that there are other uses 

of that term) is common in product development. For AVs, it involves ensuring via targeted 
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testing that what has been developed meets the ODD-specific environment’s requirements and 
user needs, which include being safe. Because AV developers can be expected to do 
demonstration testing at intervals that mark milestones (other kinds of testing will take place at 
least regularly but perhaps continuously), those moments provide opportunities for 
communicating to the public about safety. Testing associated with development prior to 
demonstration can involve challenging the system as a way to understand its remaining 
weaknesses. Because finding problems is not intrinsically bad—it can be central to guiding 
further improvement—most results can reasonably be seen as internally useful to the developer. 
Demonstration is differentiated here because (1) it provides an opportunity for demonstrating 
safety at or above a given level (allowing for some level of uncertainty and recognizing that there 
are limits to what can be demonstrated absent the accumulation of hundreds of millions or more 
miles driven); (2) its results could be made visible to external parties (something that can 
differentiate it from routine validation); and (3) it could be undertaken using a protocol that is 
(semi- or completely) uniform across AVs (building on common attention to industry standards). 
Such a protocol could involve sets of AV activities in a prespecified sequence and environment 
that developers call scenarios.  

The framework (Figure S.1) shows measurement possible in each setting (simulation, closed 
courses, and public roads with and without a safety driver) at each stage (development, 
demonstration, and deployment). A black circle or circle around an asterisk indicates measures 
of public safety. An open circle indicates measures that do not reflect public safety but could be 
used internally by a company to measure vehicle function and progression. An N/A (not 
applicable) indicates that the measures cannot be calculated in this setting at this stage. Measures 
must be valid, feasible, reliable, and non-manipulatable. Measurements can be leading (i.e., 
proxy measures of driving behaviors correlated to safety outcomes) or lagging (i.e., actual safety 
outcomes involving harm). Leading measures could include infractions (failures to follow traffic 
rules), an integrated measure of driving abilities that we call roadmanship, and disengagements 
(occasions when a person has to take over the control of the vehicle from the automated system). 
Lagging measures are outcome measures, including crashes, injuries, deaths, and cost of property 
or vehicle repairs or of medical expenses (for both short and long terms). A third type of 
measurement, around standards, processes, procedures, and design, is not included because it can 
be applied at lower levels of vehicle composition (i.e., not for complete vehicles) that evolve 
constantly, and because these measures relate indirectly to safety through function. With 
exceptions, each measure can be obtained in each setting at each stage, but the interpretation and 
utility differs. For example, a measure of infractions on public roads during development might 
indicate the vehicle’s ability to act without legal violations within an environment where the 
developer has little control beyond ODD specifications. A measure of infractions in closed 
course testing during demonstration might indicate the vehicle’s ability to operate legally within 
predesignated maneuvers or scenarios, gauging readiness for public deployment.  
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Figure S.1. Integrated Safety Framework 
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The framework focuses on measures that reflect public safety—i.e., the risks to which the 
public is exposed. However, measures for which the public is not at risk (the first, second, fourth, 
and fifth rows in Figure S.1) are obtained in artificial environments where, by definition, the 
public is not exposed to risk. These rows are included because they represent gateways for 
development on public roads and deployment, and their measures are determinative of safety, 
even if they are not themselves situations in which public exposure occurs.  

Leading measures are particularly important for AVs because their events happen more 
frequently than lagging measures. This frequency allows for statistically meaningful, exposure-
based comparisons to conventional vehicles to be made at lower levels of exposure (i.e., 
accumulated mileage). Consequently, an understanding of the AV’s safety can be considered 
earlier in the development and deployment stages. Measures unlikely to accumulate sufficient 
occurrences in a given stage and setting to permit statistically meaningful measures, and whose 
events could instead serve as a basis for case studies, are noted in Figure S.1 by a circle around 
an asterisk (as opposed to a black circle).  

Clearer communication about safety between the industry and the public will be critical for 
public acceptance of AVs. The more consistent the communication around AV safety from 
industry, the more cohesive and comprehensible the message will be. In addition to embracing 
shared ways to describe and discuss AV development and safety, clarity is needed on how to 
think about AV safety (both in absolute terms and in terms that are relative to conventional 
vehicles), how to measure safety when the AV system continually updates, and how to maximize 
safety in the face of unknowns.  

In addition to the framework, the following recommendations are offered: 

• During AV development, regulators and the public should focus their concerns on the 
safety of the public, not on how development is progressing per se (which is the 
developer’s concern). 

• The opportunity to leverage a demonstration stage as a time for communication outside a 
company about safety (e.g., to policymakers or the public) should be pursued, 
recognizing the limits to what can be shown absent hundreds of millions or more miles 
driven and that there is currently no accepted, industrywide approach to demonstration 
because of variation among companies and the technologies they use. Notwithstanding 
aversion to sharing information, competitors could report on progress at key 
demonstration points and adopt common protocols to facilitate fair comparisons. 

• Safety events arising before the accumulation of exposure sufficient for statistically 
meaningful comparisons should be treated as case studies. Information from case studies 
can contribute to broad learning across the industry and by policymakers and the public. 
This is happening de facto when an incident is the subject of investigation by government 
entities; if embraced by industry, it could happen more systematically and more fully. 
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• Given the potential for broader learning across industry and government, a protocol for 
information-sharing should be encouraged. It would have to precisely incorporate 
measures, format, context, frequency, governance, data security, and other factors. 

• A taxonomy for common use that facilitates understanding of and communication about 
operational design domains is needed. A common approach to specifying where, when, 
and under what circumstances an AV can operate would enable, in particular, inter- and 
intraorganizational communication and communication with consumers and regulators. It 
would also facilitate tracking for a given AV of its progress through development and 
into deployment. Minimal-risk conditions should also be included. Such taxonomies are 
currently under consideration by industry groups.  

• Research is needed around how to measure and communicate AV system safety in an 
environment wherein the system evolves through frequent updates. AV safety measures 
must balance reflecting the current system’s safety level with recent (and perhaps non-
recent) safety records.  

Although it can affect AV safety, cybersecurity raises other issues and is not explored in 
detail. Also not discussed are the special issues associated with automation in commercial 
vehicles.  
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1. Introduction 

The emergence of automated vehicles (AVs), particularly highly automated vehicles (HAVs) 
that can operate without the expectation that a human would need to intervene to ensure safety, 
raises practical and policy questions.1 Safety is of particular concern. It is a prerequisite to trust 
in AVs and to their widespread deployment. As the U.S. Secretary of Transportation has 
observed, public and consumer perceptions of safety will drive growth of this technology.2 Given 
AVs’ differences from conventional cars and the high levels of AV dependence on computer-
based technologies, how to think about, measure, and discuss AV safety is not obvious. That is 
no small irony; proponents of AVs have emphasized their potential to be safer than the 
conventional vehicles they are expected to displace. In this report, we provide a framework for 
measuring safety that can be used as a guide for gathering and using data; developing methods; 
and initiating conversation about HAVs among stakeholders, especially technology developers, 
policymakers, and the public—consistent with Level 4 in the classification system from the 
Society for Automotive Engineers.3 

Context for Contrasting AV and Conventional Automotive Safety 

AVs bring at least three challenges to understanding safety. First, they take the use of 
computer-based technologies—increasingly important to conventional vehicles—to a new level. 
Computers have always had a black-box, opaque quality to the public, and an AV’s dependence 
on computer-based systems amplifies that opacity. Compounding this is the growing role of 
machine learning and other aspects of artificial intelligence that provide adaptability to new 
environments, unpredictability in behavior, and difficulty in tracing decisionmaking.4 All 
automobiles are complex systems, built of components and subsystems, but a conventional car’s 
engagement of a human driver makes it more comprehensible to the public than an AV, designed 
to operate without a human driver’s inputs and decisions.5  

Second, the promise of AVs has brought new players. The latter part of the 20th century saw 
increasing internationalization of the automotive industry, but the basic structure of original 

                                                
1 These vehicles are also referred to as autonomous.  
2 Chao, 2018. 
3 The Society for Automotive Engineers is now known as SAE International and referred to as SAE throughout this 
report. SAE International, undated.  
4 Machine learning systems, for example, evolve as they learn from the data they ingest. This makes predicting the 
actions of machine learning systems harder to predict than the actions of rule-based systems. See Koopman and 
Wagner, 2018.  
5 A lack of a sense of control has been associated with the perception of a lack of safety or of an elevated risk. See 
Möller, Hansson, and Peterson, 2006. 
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equipment manufacturers [OEMs]) and their suppliers (which can also have their own suppliers) 
persisted, along with the OEMs themselves (although there was consolidation through mergers 
and acquisitions). The AV industry is more heterogeneous and dynamic than the conventional 
automotive industry with which it overlaps. Suppliers of key components or subsystems and 
developers of complete vehicle systems with roots in the tech sector (semiconductor and 
computer hardware, software, and services) have entered a space long dominated by companies 
with manufacturing and mechanical engineering roots. Companies focusing on mobility as a 
service (e.g., ride-share services) have also entered the fray because of the potential synergy of 
AVs with new service models. Cross-fertilization of different communities and cultures has 
emerged, involving both the supply of vehicles for adaptation by new AV-focused entrants and 
the expansion into AV production by conventional automotive manufactures. Differing company 
roots, together with employees from a wide range of disciplines, have generated varying—and, at 
times, diverging—concepts regarding safety.6  

Third, AVs are one of many areas in which computer-based innovation seems to outpace 
policy. There are frameworks at the national and state level to foster and establish a lower bound 
of motor vehicle safety;7 similar structures are found in other countries, and the international 
nature of the motor vehicle marketplace guarantees a (mostly) common floor for design, 
operation, and safety. These range from procedures associated with human drivers (codification 
of road rules and mastery of those rules and operational skills marked by a driver’s license) to 
compliance with government standards covering vehicular features,8 many of which anticipate a 
human driver’s involvement.9 Given compliance with or exemption from applicable standards, 
AV innovation is supported by the absence of explicit premarket authorization in the United 
States, although local permission to operate on public roads during development is sometimes 
required (and has been rescinded following safety events). 

Measurement Framework Focuses on System and Ecosystem Levels 

Safety can be affected at and by different compositional levels within the AV in the 
following ways:  

• At the most micro end of AV composition (see Figure 1.1), an automated driving system 
is composed of subcomponents, such as various chips that provide key information-
processing functions or camera lenses that contribute to machine vision.  

                                                
6 Roose, 2017.  
7 Anderson et al., 2016; Fraade-Blanar and Kalra, 2017.  
8 In the United States, the National Highway Traffic Safety Administration within the Department of Transportation 
promulgates Federal Motor Vehicle Safety Standards (FMVSS) that implement safety laws and are intended to 
inhibit and reduce damage from crashes associated with vehicle design, construction, or use. FMVSS are discussed 
in more detail in Chapter 2. 
9 The expectation of a human driver was the focus of a recent review of FMVSS. See Kim et al., 2016. 
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Figure 1.1. AV System Spectrum (Notional) 

 

• At the next level are components, such as the cameras themselves, lidar systems that help 
to measure distance using laser reflection, or algorithms that fuse information from 
different sensors.  

• At the third level are key subsystems, such as those responsible for perception processes 
and for planning how the AV will move through the environment it perceives.  

The macro-level systems of AV composition consist of the vehicle itself, its occupants 
(themselves representing the complex interaction of cognitive, sensory, and physical functions), 
and the driving environment. At the highest level is the entire road-based transportation 
ecosystem, including all vehicles, infrastructure, road users, and attendant legal and medical 
entities.  

The race to perfect AVs involves vendors choosing and developing technologies in specific, 
idiosyncratic ways—their choices define how they compete. The technologies closer to the micro 
end of the spectrum are associated with specific vendors and designs and are therefore not 
agnostic to technology or process. The performance of a lens or camera might indicate how well 
it sees the world but not the safety-related benefit or loss from its presence or quality of vision. 
This project addresses safety (of HAVs) at the macro end. Focusing on complete vehicles and 
their ecosystem makes it possible to discuss concepts independent of specific technology 
choices.  

The potential for AVs to be safer than conventional vehicles has been one of the chief 
motivators for their development, just as other kinds of robotic systems have been developed to 
put fewer people at risk of harm in such contexts as manufacturing or mining. As documented in 
previous research published by the RAND Corporation, safety expectations compare AVs with 
conventional vehicles driven by people, focusing on vehicle performance or experience rather 
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than components.10 Comparing these machines at vehicle (or higher) levels fits people’s intuition 
about safety.11  

Scope, Approach, and Limitations of This Report 

This report is intended to foster broader understanding and discussion of AV safety that can 
aid the public and policymakers in the debate over a new product category expected to reshape 
economic, social, and community activity.  

We developed a framework for AV safety that is neutral in terms of processes, technologies, 
and vendors and that focuses on SAE Level 4—highly, but not fully, automated vehicles.12 
Level 5, or fully automated, vehicles can perform all driving functions under all conditions that a 
human could; at Level 4, the driving can be fully automated under specified but not all 
conditions. We considered different kinds, combinations, and interpretations of evidence for 
measuring AV safety. Key inputs included review of a variety of literatures (engineering, 
epidemiological, business, and public policy) and formal exercises and discussions with experts 
in industry (from the United States and other countries), government, and academia. In those 
discussions, preliminary ideas were tested; the team’s thinking evolved in multiple iterations in 
response to a steady stream of feedback, new inputs, and discussion.  

A principal constraint on the articulation of very specific metrics is the absence of publicly 
available data.13 AVs’ computer-based technologies collect and analyze vast amounts of data that 
are proprietary to the vendors and in idiosyncratic formats. Accordingly, the framework that is 
the heart of this report focuses on underlying measurement concepts and challenges and what 
could be measured, at least by vendors themselves. Issues relating to data and data-sharing are 
discussed in Chapter 4 (and in specific contexts in Chapter 3). Although the discussion of safety 
measurement is relevant to public policy, the project did not examine road safety policy and 
associated mechanisms in depth. 

Three other limitations are (1) the focus on automobiles, recognizing that other kinds of 
motor vehicles are also becoming automated; (2) the lack of attention to potential key changes in 
context, such as the shifting percentage of AVs in the fleet and the evolution of communication 
between vehicles and components of their driving environment; and (3) the acknowledgment but 

                                                
10 See Kalra and Paddock, 2016; and Kalra and Groves, 2017. 
11 Smith and Anderson, 2017. 
12 The National Highway Traffic Safety Administration (NHTSA) has embraced the six levels (beginning with no 
automation) defined by SAE. SAE J3016 designates Level 4 and Level 5 as automated driving systems–dedicated 
vehicles (ADS-DVs), a “special case” in which “the classification of the ADS and the vehicle are effectively the 
same.” Automated driver assistance systems (ADAS) involve Levels 1–3 and could be designed and combined in 
different ways in different vehicles. NHTSA, undated-a; SAE Mobilus, 2016; SAE Mobilus, 2018. 
13 As of this writing, the potential to foster and/or pilot data-sharing is under exploration at the Department of 
Transportation.  
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not the detailed investigation of cybersecurity as a factor in AV safety. These safety-relevant 
factors are addressed briefly in Chapter 4. 

In this report, we begin in Chapter 2 by considering the challenge of evaluating safety. In 
Chapter 3, we describe safety metrics as applied to AVs, building to the proposed framework. 
We conclude in Chapter 4 by putting the framework into a larger context and offering additional 
recommendations.  
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2. Safety 

For the purposes of this report, we define safety as the overall ability of a vehicle to operate 
without harm to passengers or other road users within the roadway ecosystem. This definition is 
broadly consistent with other definitions of safety. It focuses on people. Damage to property or 
infrastructure and injuries to animals are of secondary concern, chiefly of interest because people 
could have been injured.  

Safety exists along a continuum. Safety experts note that both vehicle technology and the 
larger roadway ecosystem are evolving—what is judged a safe car today might not represent 
safety tomorrow. As reflected in media coverage and congressional hearings, the average 
consumer would like to compare the safety of AVs with that of conventional vehicles. Such a 
comparison might not be straightforward. For example, a conventional vehicle needs a driver, a 
person whose skill and ability can vary considerably. In the development of a Level 4 AV, there 
is a person with specialized training in the role of safety driver, effectively a supervisor of the 
AV, who takes control only in extraordinary circumstances—some of which would challenge 
human drivers in conventional vehicles.14 But safety drivers in AVs are not equivalent to human 
drivers in conventional vehicles.  

Safety has been a concern and an objective since the feasibility of AVs was established and 
commercial development began.15 In addition to the companies developing AVs, the federal 
government, governments of states where AV testing takes place, industry consortia and other 
groups, consultancies focusing on motor vehicle design and development, safety advocates, and 
academic researchers are among the many actors actively seeking to understand and attend to 
AV safety. Part of the challenge, as RAND has noted elsewhere,16 is that a true, comprehensive 
safety culture remains an aspiration. This chapter addresses some of the conceptual challenges to 
safety for ground vehicles as a prelude to the more specific discussion of measurement 
challenges and opportunities in Chapter 3. 

Foundational Safety Concepts 

There is no consensus definition of safety (see Box 2.1)—in general, for transportation, or for 
AVs. Although the central concept is the lack of harm, variation in how safety is defined reflects 

                                                
14 Teoh and Kidd, 2017 
15 The dawn of what has proven to be a race to commercialization is often attributed to the 2004 DARPA Grand 
Challenge, the goal of which was successful completion of a specified route by an AV. See Defense Advanced 
Research Projects Agency, 2014. 
16 Ecola et al., 2018.  
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usage and attitudes concerning adverse outcomes, such as injuries (which could differ in 
severity) as opposed to death, or injury to an animal or property as opposed to a person.17  

Box 2.1. Defining Safety—A Sampler 

• “The condition of being safe from undergoing or causing hurt, injury, or loss.”a  
• “Relative freedom from danger, risk, or threat of harm, injury, or loss to personnel and/or property, 

whether caused deliberately or by accident. See also security.”b  
• “[T]he problems of transport safety . . . are defined as vulnerability to accidental injury (usually 

involving at least one vehicle as the instrument causing the injury).”c  
• “Normally, road safety refers to a range of methods and measures aimed at reducing the risk of 

accidents. . . . Traffic safety is an indicator of [the] road transport system, as a consequence of the 
interaction of factors that determine its operation.”d  

• “In most technical contexts, safety is defined as the antonym of risk. . . . Here, safety is conceived 
of as a state of low risk: the lower the risk, the higher the safety. This definition is, however, 
complicated by the fact that ‘risk’ is in itself not a very clear concept.”e  

• “Safety: absence of unreasonable risk of a mishap resulting in a loss event. Level 4 HAV loss 
events can include fatalities potentially attributable to HAV design defects or operational faults. For 
initial HAV deployment, evaluation of what might constitute a ‘reasonable risk’ will be influenced by 
public policy decisions.”f  

• The International Organization for Standardization (ISO) defines “safety [as the] absence of 
unreasonable risk” and “risk [as the] combination of the probability of occurrence of harm and the 
severity of that harm.”g  

 
a Merriam-Webster, 2018. 
b BusinessDictionary, undated.  
c World Bank, 2002. 
d Tisca et al., 2016.  
e Möller, Hansson, and Peterson, 2006. 
f Koopman and Wagner, 2018.  
g ISO, 2011. 

 

From an engineering perspective, safety can be considered relative to problems—situations 
involving vulnerabilities or shortcomings in the system.18 The risk that a safety problem will 
occur involves understanding (1) the probability that a situation involving a system vulnerability 
will be encountered and (2) the severity of the harm incurred. In some cases, steps can be taken 
to prevent harm; in others, steps can reduce the likelihood of incidents and the severity of harm 

                                                
17 The German Federal Ministry of Transport and Digital Infrastructure convened an ethics commission to address 
issues and attitudes relating to the safety of AVs, and it placed clear priority on protecting people. Federal Ministry 
of Transport and Digital Infrastructure, 2017. 
18 Hollnagel, Wears, and Braithwaite, 2015. At least in a context such as health care, where humans play an 
important role, an approach emphasizing what might go wrong can be contrasted with an approach emphasizing 
what might go right, including how people’s behavior can be helpful.  
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when they occur. This view of safety can be illustrated with conventional vehicles: Energy-
absorbing structures and airbags reduce the severity of harm in the event of a collision; good 
brakes avoid or reduce the collision energy. Brakes illustrate how automation is affecting 
conventional vehicles, with automatic emergency braking systems emerging as a faster-acting 
alternative to human action.19  

From a public health perspective, safety can be understood as a function of risk—what kinds 
of harm, with what degrees of severity, occurred relative to the number of people exposed to the 
potential for harm? For motor vehicles, exposure-based rates of risk have been measured based 
on population (e.g., per licensed driver or registered vehicle), amount of driving (e.g., vehicle 
miles traveled [VMT]), and other variables.20 Even with large amounts of driving data from 
conventional vehicles, there is still uncertainty about safety.21  

The Haddon Matrix presents a paradigm used in the field of injury epidemiology to explore 
such data as injury or crash factors, measures, and interventions (see Table 2.1).22 The 
framework organizes factors around the vehicle, the driver, and the environment (including the 
physical, cultural, and legal environments and the emergency medical system) into pre-crash, 
crash, or post-crash periods. This is also known as primary prevention, secondary prevention, 
and tertiary prevention (prevent the crash, minimize injury incidence and severity, and facilitate 
medical assistance and minimize further injuries, respectively).23 

As discussed in other RAND work, the novelty of AVs makes the usual approach to 
measuring safety, which is based on exposure rates, problematic because the accumulation of 
AV VMT are growing slowly compared with the numbers necessary to draw statistically valid 
comparisons. Waiting for sufficient exposure before commercial deployment would almost 
certainly require forgoing the potential benefits of AV use for a very long time.24  
  

                                                
19 See NHTSA, undated-b.  
20 The National Safety Council publishes a regular compendium of safety statistics (Injury Facts) that allows 
comparison of safety across modalities of harm—motor vehicles can be compared with different occupations and 
situations in homes and communities as sources of harm. National Safety Council, undated-a. 
21 For example, it is known that distracted driving is associated with higher crash risk, but the strength of association 
between specific types of distractions (e.g., talking on a handheld phone) and crash risk remain unclear. Insurance 
Institute for Highway Safety, Highway Loss Data Institute, 2018. 
22 Epidemiology is the study of the distribution of injury and disease in a population and the reasons for that 
distribution. Gordis, 2014.  
23 Haddon, 1980; Haddon, 1983; Runyan, 1998. 
24 Kalra and Paddock, 2016; Kalra and Groves, 2017.  
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Table 2.1. Haddon Matrix 

Phase  Human Factors  Vehicle and Equipment Factors  Environmental Factors 
Pre-crash • Information  

• Attitudes 
• Impairment  
• Police enforcement 

• Roadworthiness  
• Lighting  
• Braking  
• Handling  
• Speed management 

• Road design and road layout  
• Speed limits 
• Pedestrian facilities 

Crash • Use of restraints 
• Impairment 

• Occupant restraints 
• Other safety devices 
• Crash-protective design 

• Crash-protective roadside 
objects 

Post-crash • First-aid skills  
• Access to medics 

• Ease of access  
• Fire risk 

• Rescue facilities 
• Congestion 

SOURCE: Peden et al., 2004. 

 

There are a variety of views on how safe AVs should be before commercial deployment. In 
the United States—and elsewhere, to some degree—the emergence of AVs has been associated 
at least implicitly with the view that some exposure to risk and uncertainty about this risk must 
be accepted in the short and medium terms to see the long-term benefit of AVs. Consultations for 
this project showed how that view, held by many AV developers and by associated industrial and 
research partners, is not held by the safety advocacy community, which champions clearer 
communication about risk and more-conservative efforts to at least minimize risk and preferably 
eliminate it. Given that clear measurement of safety is not likely to be obtained without exposing 
the public to AV risk on public roads,25 incremental increases in public AV use are likely to 
increase our knowledge about safety.26 The incremental approach can limit risk without stifling 
the technology. We recognize that the long-term, big-picture view based on confidence in the 
merits of AVs is shaken every time there is a crash. This report sets out a framework for 
measuring AV safety across the industry.  

Safety Engineering Meets AVs 

Safety begins with the design of the vehicle (see Box 2.2), continues with the implementation 
of that design through the development and production processes, and extends further into the 
operation of the vehicle.27 Conventional and automated vehicle production addresses safety 
explicitly as vehicle design and operation objectives. The development of AVs raises the 

                                                
25 Note that testing on public roads is used, in part, to help understand gaps in the design requirements for HAVs—
an illustration of the contrast between AVs and conventional vehicles. Koopman and Wagner, 2018. 
26 Fraade-Blanar and Kalra, 2017. 
27 Some AV developers seek to use specialized designs, but because of the huge up-front costs of developing a 
completely new vehicle platform plus the current regulatory environment, AVs have been produced by adapting and 
retrofitting conventional vehicles. 
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question (addressed in Chapter 3) of what should be knowable about safety prior to their 
commercial deployment. 

Ideas about best practices for developing vehicles and related technologies have been 
codified in voluntary industry-developed standards by SAE and the ISO.28 These bodies provide 
guidance for two kinds of safety addressed in both conventional and automated vehicle design 
and development: functional safety and system safety. In particular, ISO 26262 outlines 
processes useful for validating the safety of automotive electrical and electronic systems 
(hardware and software) in the face of a malfunction (a kind of functional safety).29 It also 
provides a framework for evaluating associated tools, such as simulators. ISO 26262 starts at the 
vehicle level, and addresses testing of separate components and their integration. Currently, an 
AV system that perfectly fulfills its design specifications still could cause or be involved in 
harm. A pending standard, ISO 21448,30 often referred to by its name, Safety of the Intended 
Functionality, aims to address this concern by outlining processes intended to avoid safety 
problems resulting from unintended behavior (but not malfunction) of sensors, algorithms, and 
other components or subsystems (a kind of system safety). Achieving functional safety does not 
imply achievement of system safety, and vice versa. To many experts, compliance with these 
standards is necessary, but it is not sufficient when it comes to showing evidence of the kind of 
safety that will be meaningful to the public.31 

                                                
28 ISO, undated-a.  
29 ISO, 2011, hereafter referred to as ISO 26262.  
30 ISO, undated-b, hereafter referred to as ISO 21448. 
31 The necessary-but-not-sufficient point was emphasized during discussions at an industry workshop convened for 
this project. Compliance with this kind of standard is also seen as a signal of following best practice, which can be 
useful to businesses seeking to limit their legal liability.  
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Box 2.2. Designing Safety into Systems  

Designing safety into systems is an art form. Ultimately, the objective is to encourage designers to 
incorporate safety early in the design process for multiple reasons. First, focusing on safety late in design is 
expensive and results in delayed programs.a Second, safety is different from reliability. Most testing efforts 
focus on reliability—whether the vehicle performs its intended function most of the time—as opposed to 
safety—preventing hazards from occurring altogether.b Designers focusing on reliability tend to miss safety 
requirements until late in the development cycle, causing overrun and overbudget programs. One can refine 
the design and architecture over iterations of the system life-cycle process, improving the overall safety and 
functional of the vehicle. 
 
Several methods and tools exist that can assist in designing safety into systems. For example, Probability 
Risk Assessment uses magnitudes and likelihoods of a risk occurring to determine the expected mishaps in 
any given set of circumstances. Fault Tree Analysis provides a bottom-up approach, starting with the 
components of a system and gradually identifying how critical certain components are based on their failure 
chain up to higher levels of the system. System-Theoretic Process Analysis uses a model of the functional 
control structure of a system to develop safety and security requirements for the system design. Probability 
Risk Assessments and Fault Tree Analysis focus on hardware-specific failures within a system and can 
assist subcomponent designers in understanding how their electronics affect the subcomponent. System-
Theoretic Process Analysis provides an overall system safety view by analyzing all the components and 
their interactions within the system, including software, hardware, human, the environment, etc. 
 
a Frola and Miller, 1984. 
b Leveson, ESW, 2008. 
NOTE: Box compiled by Jeremiah Robertson.  

Federal Motor Vehicle Safety Standards 

Accumulated experience with the safety of conventional vehicles is reflected in FMVSS, 
which specify minimum performance expectations for how vehicles are expected to perform in 
aspects related to (1) crash avoidance (e.g., rearview mirrors, electronic stability control systems, 
and tire pressure monitoring systems), (2) crashworthiness (e.g., occupant protection, door locks, 
and seat belt assemblies), and (3) post-crash survivability (e.g., fuel system integrity, 
flammability of interior materials).32 FMVSS do not address AVs (or key automated subsystems, 
such as for perception or planning) explicitly, and they often assume a human driver.33 
Accordingly, use of conventional vehicle designs (“platforms”) can help an AV be compliant 
with FMVSS,34 although exemptions can be and have been requested by developers.  

                                                
32 Major motor vehicle safety legislation in the 1960s provided for the standards and the establishment of the 
regulatory entity responsible for their promulgation—NHTSA. NHTSA, undated-e; 49 U.S.C. Chapter 301. 
33 Kim et al., 2016. 
34 Kim et al., 2016. 
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Implementing FMVSS engages a comprehensive process. Manufacturers certify their 
compliance with FMVSS, following (often highly detailed) testing procedures established by 
NHTSA and submitting prescribed documentation.35 Once the vehicles are deployed (for 
conventional vehicles, that means available for purchase), NHTSA purchases randomly selected 
vehicles for testing at facilities it has approved for that purpose.36 Failing such tests triggers an 
investigation, which can lead to a recall and/or other actions. Vehicle manufacturers also can 
(and do) initiate recalls.37  

Because changes to FMVSS can take years, developers of automated driving systems and the 
federal government both have sought to reconcile the innovation reflected in vehicle automation 
with the laws and regulations intended to protect safety. Recent guidance issued by NHTSA calls 
for voluntary action surrounding automated driving safety, reflecting preferences to avoid both 
(excessive) regulation and chilling innovation while also protecting safety.38 That approach sets 
aside the possibility of the kind of regulation that a heterogeneous industry can agree to as 
broadly beneficial.39 Deep consideration of policy mechanisms for motor vehicle safety is 
beyond the scope of this report. 

Special Aspects of Level 4 AVs 

As with other levels of automated driving systems, the development and testing of those at 
Level 4 has involved safety drivers in the vehicle, available remotely, or both. Safety drivers are 
intended to act as a backup to computer-based systems that are recognized as imperfect, 
especially during development.40 Safety drivers can take over when the computer-based system 
appears unable to deal with circumstances or when the driver believes that the system is not 
responding adequately to those circumstances. The process of taking over is called 
disengagement. Issues with counting disengagements (something required of those testing AVs 
on public roads in California) are discussed in Chapter 3. 

At the far end of the vehicle automation spectrum, developers associate Level 4 automated 
driving systems or AVs with an operational design domain (ODD) in which the vehicle can 

                                                
35 NHTSA, undated-f; NHTSA, undated-g. 
36 Indicative of the level of activity, monthly compliance report summaries are available online. NHTSA, 2018a. 
NHTSA Office of Vehicle Safety Compliance Contract Compliance Test Laboratories are listed online. NHTSA, 
undated-d.  
37 NHTSA, 2017a.  
38 NHTSA, 2017b.  
39 Although uncommon, there are occasions when industry welcomes regulation, as illustrated by the experience 
with feminine hygiene products when toxic shock syndrome emerged. Miller et al., 2017.  
40 Safety drivers provide what engineers would call a human in the loop; the loop refers to the control system of the 
AV. 
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safely operate.41 The ODD could be defined by geography, time of day, weather, or other factors 
to varying degrees of detail. Individual Level 4 AVs will be designed to provide different kinds 
of service in different environments, each with its own ODD restrictions. Automated shuttles, for 
example, which keep to simple and fixed routes and sometimes travel at low speeds, tend to have 
comparatively simple ODDs. A minimum ODD for a low-speed urban shuttle service will be 
completely different from a minimum ODD for a long-haul interstate trucking service.42 The 
expectation has been that progress in an AV’s development enables ODD expansion; showing 
safe operation in a widening variety of circumstances is key to operating in a correspondingly 
broader ODD and, at least in principle, eventually without any domain constraints—a Level 5 
vehicle should be able to operate anywhere that a conventional vehicle can.43 Because Level 4 
AVs are not expected to operate anywhere and anytime, their ODDs and associated limitations 
would have to be known to owners and users. (This might be another reason to expect more fleet 
ownership than consumer ownership).  

                                                
41 NHTSA (2017b) outlines the role of ODDs. The industry is guided in more detail by SAE J3016 (SAE Mobilus, 
2018). 
42 SAE Mobilus, 2018. 
43 One pair of researchers has observed that developers might prefer Level 4 to Level 5 in order to avoid having to 
handle all possible scenarios. Koopman and Wagner, 2018.  
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3. Measuring Automated Vehicle Safety 

Measures of conventional vehicle safety have increased in complexity over time with the rise 
of event data recorders and in-vehicle monitoring. Traditional measures of police-reported crash 
rates, generally per licensed driver, are now joined by measures of inattention, ADAS activation, 
etc.44 But measuring safety in AVs differs from measuring safety in conventional vehicles: The 
integration of the driver and vehicle invalidates or changes how traditional measures can be used 
and gives rise to new needs, all complicated by the new array of technology, implementation 
approaches, data availability, and business models. Additionally, measurement must be 
appropriate to automation level and ODD.  

Our framework to conceptualize, contextualize, and measure AV safety contains the 
following three frames:  

1. Settings: contexts that give rise to safety measures 
2. Stages: the life stages of AV models during which these measures can be generated 
3. Measures: the meaning of new and traditional measures obtained in each setting as AVs 

move through each stage.  

The following subsections examine each frame and associated measurement issues, building 
to the overall framework. Because of the ways the issues interact and intersect, sometimes a 
given issue might be addressed from different perspectives on the way to the culminating 
framework. 

Frame 1. Settings  

Settings refer to the situational contexts in which the AV operates. At the vehicle level, there 
are four settings for measuring safety (Table 3.1): computer-based simulation, closed courses, 
public roads with a safety driver present or remotely available, and public roads without a safety 
driver. Each setting varies by the extent to which the public (defined as individuals beyond those 
employed in producing and testing the vehicle) is exposed to risk and how this risk is controlled. 
One method to control risk is having what engineers call a human in the loop—a person is 
involved in influencing safety in a situation. In the case of an on-site or remote safety driver, the 
person would serve as a fallback during development but not post-deployment. 
  

                                                
44 ADAS covers a wide range of features, from automatic lights and lane-departure warnings to blind-spot 
monitoring and adaptive cruise control, among others. These depend on inputs from sensors (e.g., cameras). 
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Table 3.1. Settings Frame 

Setting Safety Considerations 
Extent to Which 

Public Is Exposed How Risk Is Controlled 
Artificial settings: 
simulationa  

There is no risk because automated 
driving is not occurring in a real 
environment 

Not at risk • No risk exists. The 
environment is entirely 
created and controlled 
by a human, and only 
artificial humans, 
animals, and property 
can be harmed. 

Artificial settings:  
closed course  

Driving poses risks to the closed-
course property and to the employees 
of developers or course operators 

Not at risk • Humans might be in the 
loop as in-vehicle or 
remote safety drivers 

• Environment at least 
semi-controlled 

Public roads:  
safety driver  
(present or remote) 

Driving poses risks to trained drivers, 
potential passengers, and other road 
users 

At risk • Human in the loop 
• Environment is not 

controlled 

Public roads:  
no safety driver 

Driving poses risks to vehicle 
passengers and other road users. 
There is no safety operator.  

At risk (public 
includes those 
inside the vehicle) 

• No human in the loop 
• Environment is not 

controlled 
a In this report, simulation refers to computer-based systems that feature no human interaction with the AV hardware 
or software during the simulation. However, conclusions could be extended to simulator-based driving simulations 
involving humans where actions such as AV-to-human handoffs are explored. Doing so would relate to the 
development process rather than anticipated deployment for Level 4 systems, which are intended to obviate such 
hand-offs. 

Artificial Setting 

The artificial setting consists of simulation and closed courses. Although these differ widely 
in their mechanics, both environments are heavily or completely controlled, largely contrived, 
and pose no risk to the public. In simulations, only simulated humans, animals, and property are 
involved. There are no safety risks because automated driving is not occurring in real life. On a 
closed course, automated driving might pose risks to course property, employees of developers, 
and course operators but not to the general public. Within these settings, developers can safely 
test dangerous scenarios (e.g., to see whether the automated driving system can discern and 
respond appropriately to a ball, a small dog, or a toddler crossing the street), using simulated 
people and animals in simulations and dummies in closed courses. Validity refers to the ability of 
a test, scenario outcome, or other measure to determine what is safe and what is unsafe.45 For the 
simulation setting, validity depends on the correspondence between simulated and actual AV 
performance. It has two aspects:  

                                                
45 Gordis, 2014.  
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1. Internal validity:46 How good is the simulation, beginning with the quality of the 
software (e.g., speed, amount of bugs, faithfulness to preset protocol and best practices)?  

2. External validity:47 Is simulated AV performance consistent with real-world 
performance under the same and other parameters (e.g., if the simulation assumes full sun 
at a 90-degree angle, does the AV system perform similarly in the real world in full sun at 
a 90-degree angle, and then at an 89-degree angle)? Using simulations requires 
assumptions. Simulations can be inaccurate or overly simplified versions of the real 
world. External validity is very similar to the engineering concept of fidelity.48 

The practical inability to compare internal validity across types of simulations and simulators 
poses a problem for external validity. As discussed later, competition among AV developers, 
varying approaches to simulation, and a lack of AV simulation standards constrain comparisons 
of different AVs. 

Simulations also might suffer from confirmation bias, the interpretation of measures as 
confirmation of existing safety levels (see the later section, “Frame 3: Measures”). The bromide 
that “all simulations are doomed to succeed” captures this bias.49 Too little rigor, detail, or range 
in AV simulation, coupled with insufficient analysis of results or their interpretation, can cause a 
simulation to appear to confirm safety levels while failing to connect simulation to real-world 
performance. This bias can exist both in simulations of general driving situations (where the 
outcome is unknown) and in the re-creation of key scenarios identified as challenging by on-road 
driving (where one is instead trying to understand inputs and explain processing mechanics).50 
Confirmation bias is combated by continual revision of safety measures based on new 
information and by creative interrogation of results to explore alternative explanations.  

Safety flaws can develop at the seams that exist between subsystems, notably as the result of 
misalignment of each subsystem’s purpose and miscommunication of constraints, but not be 
detected in simulation.51 Sensor simulation remains imperfect because of the difficulty of 
simulating the details of the electromagnetic wave propagation that determines the performance 
of video, lidar, or radar. Hardware and sensors can be added into more-sophisticated simulations, 
but this artificial setting remains unable to reflect the ability of all the subsystems and their 
components to work together in harmony in real world environments.52  

                                                
46 Gordis, 2014. 
47 Gordis, 2014; Hartas, 2015. 
48 Koopman and Wagner, 2018. 
49 Grim et al., 2013; Mynatt, Doherty, and Tweney, 1977. 
50 Grim et al., 2013. 
51 Leveson, 2011. 
52 Koopman and Wagner, 2018. 
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Another artificial setting, closed-course proving grounds, is closer to the real world than 
simulations because the vehicle subsystems are fully integrated into an AV system and operated 
in the physical environment, although environments could be limited and/or highly controlled.53 
Many closed courses exist around the world—some for exclusive use by a given developer or 
OEM, others available on a membership basis or other paid use. In 2017, the U.S. government 
“designated 10 proving ground pilot sites to encourage testing and information sharing around 
automated vehicle technologies,” with attention to safety among the criteria for selection.54 
Closed courses allow for quasi–real-world tests of an AV system’s design limits and of what 
occurs when the system exceeds those limits.55  

Closed courses are subject to the same external validity concerns as simulation. There is a 
limit to the amount of chaos and unpredictability present in artificial environments.56 In 
simulations, the limit reflects computational sophistication and developer creativity; in closed 
courses, the limit reflects facility capabilities and safety concerns. Intra- and interdeveloper 
variation in safety driver behavior and variation in closed courses make it difficult to compare 
results achieved at different sites. Similarly, simulations can vary widely by developer, and 
comparing results achieved in one simulation to those achieved in another will present 
difficulties. 

Of course, these concerns do not invalidate the immense utility of simulation and closed 
courses, which are foundational to AV development. Rather, the outlined concerns argue for 
caution in the interpretation of safety measures from the artificial setting beyond what is 
supported by the setting.  

Public Road Setting With and Without a Safety Driver 

Measuring AV safety on public roads involves trade-offs. Because AVs are intended for 
public road use, safety measures obtained in this setting present fewer concerns around internal 
or external validity. However, operating on public roads with and without a safety driver 
involves exposing the public to risk. Also, companies choose when and where the AV begins its 
travels during development, but, beyond specifying an ODD, they have little control once the 
vehicle is deployed. Environmental characteristics can change suddenly (e.g., shifts in weather, 
road construction, unexpected congestion, unexpected behavior of other road users).57 
Additionally, because of the natural chaos of the roadway ecosystem and the variety of factors 
affecting AV performance, exact repeatability of on-road situations (sometimes modeled in 
scenarios used for testing) is unlikely. The ability to respond to rare or unusual circumstances, 

                                                
53 Maddox, 2018. 
54 U.S. Department of Transportation, 2017. 
55 Maddox, 2018. 
56 Koopman and Wagner, 2018. 
57 There are cases of highly restricted ODDs, such as campus shuttles with very simple routes, but these represent 
only one specific kind of business model. 
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discover situations that fall within the ODD but in which the AV cannot function, and evaluate 
AV system performance after upgrades can be explored on public roads. Driving in closed 
courses and simulation provide additional settings to explore and circle back to test solutions to 
identified problems. Some public road settings will be easier than others for AVs to manage 
because of weather, road conditions, etc. 

For AVs in the public road setting with a safety driver, a human mediates risk (albeit 
imperfectly). This mediation is removed when the safety driver is removed, whether in 
development, demonstration, or commercial deployment. When passengers are present in the 
vehicle without a safety driver, a remote operator to assist with non–safety-critical issues could 
be available. 

A Discussion of the Setting Frame 

During the development and demonstration stages (discussed in the next section, “Frame 2. 
Stages”), simulations, closed-course driving, and (to an extent) public-road driving of AVs are 
based on scenarios. Scenarios involve a sequence of behavioral competencies in a specified 
driving environment that exercises and challenges the capabilities of the automated driving 
system. The level of detail and how precisely it needs to be executed (Figure 3.1) depend on the 
technical questions it poses.58 Typical scenario development and implementation is shown in 
Figure 3.2. Scenarios used in simulation and closed courses are based on conventional vehicle 
experiences gleaned from sources including naturalistic data (sometimes collected by the 
research community) and developer-collected, on-road data (loop 1 in the figure). The AV could 
subsequently enact the scenario on public roads, although the natural unpredictability of public 
roads means that exact enactment is not guaranteed. Public-road performance and the 
environments that the AV encounters are fed into simulations and closed-course scenarios, 
generating an ongoing cycle of gathering and testing scenario-specific safety performance data 
(loop 2 in the figure). Loop 2 is bidirectional; simulation, closed-course, and on-road experience 
do not necessarily occur in strict order. Results of driving on closed courses and public roads can 
be used to improve simulation or generate new simulated scenarios and vice versa. Loop 2 is 
necessary to check implementation because situations that challenge a human driver might not 
challenge an AV, and vice versa. 

                                                
58 For examples of scenarios, see NHTSA, 2007, and Waymo, 2018.  
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Figure 3.1. Scenario Layers and Illustrative Cut-In Scenario 

 

 
SOURCE: Provided to RAND by PEGASUS-Project, Institute for Automotive Engineering of RWTH Aachen 
University and Institute of Control Engineering of Technische Universität Braunschweig 
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Figure 3.2. Automated Vehicle Scenario Development and Use  

 
 

However, these loops risk myopia without the following: 

• procedures that introduce faults (a process referred to as fault injection59) into the AV 
system hardware, software subsystems, or communication between subsystems to test 
robustness 

• exploration into rare events not hitherto encountered by the AV60  
• some other method to challenge AV performance beyond what has been previously 

demonstrated.  

The AV will be prepared only for what it has seen. To be ready for deployment, the AV must be 
ready for the challenges it will encounter, not just those it has already encountered.  

During development and demonstration (discussed in the next section, “Frame 2. Stages”), 
measurement in simulations, closed-course tracks, and on-road driving with or without a safety 
driver will always be incomplete. The degree to which one scenario in simulation and closed 
courses represents all variations in the real world is limited. The range of scenarios explored can 
never cover every situation. The number of variations in weather, traffic patterns and road users, 
and so on that are extant on U.S. roadways is finite, but it is sufficiently large to be effectively 
infinite. The number of miles driven on public roads is limited in this stage. Even the most 
comprehensively simulated system (including being test-driven in closed courses and on public 
roads) will still experience surprises because a rare event or surprise might occur less frequently 

                                                
59 Jha et al., 2018.  
60 Koopman, 2018; Koopman and Wagner, 2018; Maddox, 2018. 

 



 
 

21 

than the amount of exposure experienced during the development and demonstration stages.61 
For example, if a certain type of rare event occurs only once every 10 million miles, 
encountering such an event even once during development and demonstration is unlikely.62 
Consequently, the ability of the AV to recognize that it is encountering a challenge beyond its 
experience and capabilities (i.e., outside its intended ODD) and devolve gracefully to a minimal-
risk condition must be a key concern.63 Development includes provision for that process.64 

Whether the public is exposed to risk and how that risk is controlled varies in different 
settings—artificial or public roads. Measures of safety gathered in artificial settings allow 
developers to explore and perfect AV behavior in new scenarios without exposing the public to 
risk. On public roads, the roadway becomes a living laboratory, and other road users become 
involved in a study that they did not consent to take part in and cannot opt out of. Because the 
overall goal is to consider whether the vehicle is safe in terms of the public, how we use 
measures to find evidence of safety differs between settings.  

Frame 2. Stages 

Innovation typically contains a development stage, where the product is created and refined, 
and a deployment stage, where the product is released to the public (Figure 3.3). Sometimes, 
particularly for software-based technology, refinement and revisions (some characterized as 
upgrades) continue during deployment. For AVs, safety in development and deployment is 
evaluated with reference to the public—either occupants of the AV or other road users. Between 
an AV’s development and deployment is a safety demonstration stage (hereafter referred to as 
simply demonstration). Demonstration activities can establish the automated driving system’s 
safety level or provide evidence that it is above an established minimum.65 The transition to 
deployment implies achieving a threshold level of safety for the general public, including the 
consumer. It is anticipated that AV systems will move through these stages in a fashion that is 
iterative, nonlinear, and bidirectional, as models are deployed commercially while developers 
work on the next upgrade or system model.  

                                                
61 The distribution of the probability of events over time could have what statisticians call a heavy tail. Heavy-tailed 
distributions have a large probability of getting large values (Wolfram Language and System Documentation Center, 
undated). For AVs, this means that there will be very rare events within the distribution of the probability of events. 
An example of a heavy-tailed distribution is annual income in the United States; most adults are within a narrow 
range but a few individuals are very high earners.  
62 Koopman, 2018. 
63 Koopman and Wagner, 2018. 
64 SAE Mobilus (2018) outlines the need for “fallback performance” and “minimum risk achievement” in the event 
that there is an “out of operational design domain (out-of-ODD) condition.” 
65 Koopman and Wagner, 2018. 
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Figure 3.3. Stages Frame 

 

Development 

Development covers the period from inception until demonstration. The developer’s safety 
goal in this stage is to establish and improve the automated driving system. This includes the 
following:  

• identifying the situational parameters of its intended ODD 
• spotting outstanding gaps in system performance 
• ensuring that an AV reverts to a minimal-risk condition when the vehicle exceeds its 

ODD66 
• avoiding creation of new safety hazards67  
• systematically reducing the overall uncertainties implicit in each setting with 

complementary testing in other settings.68  

System performance at these activities could be assessed during routine verification and 
validation associated with system engineering. At the development stage, safety refers not to 
how risk is controlled or whether the AV’s development is progressing in a certain path; those 
reflect the developer’s design and process choices. Rather, safety refers to whether the vehicle’s 
behavior creates risk for the public.  

During development, safety measures can be generated from scenarios in artificial or public 
road settings. Many developmental pathways exist, from extensive testing in a private campus 

                                                
66 SAE Mobilus (2018) outlines such fallback procedures, along with failure mitigation strategies, as already noted.  
67 NHTSA, 2017b. 
68 Koopman and Wagner, 2018. 
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system using a rideshare model to running key software in the background (i.e., without affecting 
the operation) of in-use, conventional vehicles.  

Demonstration 

The demonstration stage is an exhibition period of sorts—developers demonstrate that the 
vehicle acts safely (in part, by showing that it does what it is supposed to do and does not do 
what it is not supposed to do).69 It can also be a period to obtain data for a Voluntary Safety Self-
Assessment (invited by the U.S. Department of Transportation)70—data to make the case for the 
safety of the automated driving system.71 Demonstration could be conceived as a developer-
declared period with some level of oversight or transparency, set at the time of the developer’s 
choosing and consistent with the stated ODD. Although measurements obtained during 
demonstration can be differentiated from those collected in development and deployment, 
demonstration testing could be repeated throughout the development-to-deployment life cycle. 
Having a demonstration period, especially one after which safety measures are made public, 
allows for more latitude in the development period, during which new challenges and approaches 
can be broached without fear of undermining the AV’s perceived safety level. 

Demonstration is distinct from development in the following ways for the following issues, 
with stage goals being the most important: 

• AV system shortfalls 
¾ In development, identifying AV system shortfalls indicates where the developer 

can improve.  
¾ In demonstration, AV system shortfalls could indicate the AV remains unprepared 

for commercial deployment (or for moving on to some next level of development 
en route to deployment). 

• AV system status 
¾ In development, the AV system is in flux.  
¾ In demonstration, the system is relatively stable.  

• ODD 
¾ In development, the system’s robustness and reaction to new environments (e.g., 

ODDs) can be explored and performance tested.  
¾ In demonstration, all activities occur within stated ODDs. As an exception, the 

AV could encounter situations outside its ODD in order to assess its ability to 
detect this and respond safely.  

                                                
69 Hollnagel, Wears, and Braithwaite, 2015. 
70 The Voluntary Safety Self-Assessment, created by NHTSA (2017b), provides summary information about safety 
level to the public and a template for summary information (2017c). 
71 NHTSA, 2017b. 
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• Stage goals 
¾ During development, the goal is to become able to show that the AV does not 

present a danger to the general public—especially people, but also animals and 
property outside the vehicle.  

¾ During demonstration, the goal is to show publicly that the AV is safe for 
commercial deployment or further development by demonstrating safety at or 
above a given level (allowing for some level of uncertainty and recognizing that 
there are limits to what can be demonstrated absent the accumulation of hundreds 
of millions or more miles driven), robustness against surprises, and ability to 
detect and safely transition in and out of its ODD according to an informal, 
semiformal, or formal and uniform protocol.  

Verification and validation occur routinely during development (Box 3.1) and inform 
demonstration, which is itself a kind of validation.72 In verification, the developer examines the 
AV system to ensure that it performs to specifications or design requirements.73 In validation, the 
AV is examined to ensure it performs in ways that directly meet consumer needs safely within its 
ODD.74  

Measures obtained during demonstration using simulation could inform conclusions on 
safety. High-fidelity (excellent external validity) simulations could use a prescribed set of 
scenarios matched to ODD,75 such as those under development by the German collaboration, 
PEGASUS.76 But demonstrating by simulator presents challenges. As noted previously, 
simulations can be inaccurate or simplified representations of the world, failing to account for 
germane vehicle, sensor, or environmental characteristics.77 Additionally, the lack of current 
standards around simulator quality makes a uniformly implementable, simulator-based 
demonstration tricky. Because companies invest considerable resources into their simulation 
systems, which are specialized to their particular AV system, switching between simulators 

                                                
72 ISO 26262 calls for a “V”-model progression through verification to validation. A loose comparison for the 
contrast between routine validation and demonstration could be made to the formative and summative assessments 
used in education. 
73 ISO, International Electrotechnical Commission, and Institute of Electrical and Electronics Engineers, 2010. As 
noted earlier, the use of machine learning in highly automated driving systems can make it hard to understand the 
full requirements picture. 
74 An evolving counterpart to ISO 26262 is ISO 21448, which is intended to support the goal of designing safety into 
the vehicle.  
75 Koopman and Wagner, 2018. 
76 PEGASUS stands for “Project for the Establishment of Generally Accepted quality criteria, tools and methods as 
well as Scenarios and Situations for the release of highly-automated driving functions.” The organization has 
engaged technical personnel from companies and research institutions to develop “a generally accepted and 
standardized procedure, for the testing and approval of automated driving functions.” PEGASUS Research Project, 
homepage, undated-a; PEGASUS Research Project, undated-b.  
77 Koopman and Wagner, 2018. 
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could be onerous for developers and could introduce new threats to internal and external validity 
and reliability. Exploiting the expectation that companies will teach to the test, having common 
scenarios, simulators, or related standards in the demonstration period could present an 
opportunity to ensure parity earlier in the development process. Such benefits motivated the 
PEGASUS Project and other efforts to promote common approaches to testing. Anecdotally, 
competitive pressures might limit sharing; other aspects of sharing are discussed in Chapter 4.78 

Measures obtained during demonstration in another artificial setting, closed courses, can 
assess behavioral competency:79 the ability of the AV to operate in its ODD.80 Behavioral 
competency includes both normal driving conditions and abnormal but foreseeable driving 
conditions, such as preforming a high-speed merge on the freeway.81 However, including such 
challenging conditions is not sufficient to provide assurance of safety.  

There is no standard protocol to assess behavioral competency. As an illustrative option 
drawing from work by the California PATH Program,82 a manufacturer generates a safety plan 
including ODDs and behavioral competencies. If acceptable, a third-party tester decides on a set 
of test cases to be conducted in a closed course. If the performance of the vehicle is sufficient, 
the tester or state DMV would conduct various maneuvers on public roads.83 Alternatively, 
PEGASUS proposed that critical scenarios used in simulation could also be used on closed 
courses and public roads.84 Such an approach has the benefit of allowing lessons learned on the 
closed course to be incorporated into the simulator, gradually increasing the fidelity of the 
simulations. 

The use of closed courses for demonstration presents similar concerns about validity and 
reliability as found with simulations. Regarding reliability, closed courses offer a range of 
environments. A tension exists between providing uniform implementation of a demonstration 
protocol and each closed course developing specialized offerings. Additionally, the range of 
testable scenarios is limited by the capabilities of the closed courses. There are some essential 
maneuvers too complex or too dangerous to test (e.g., presence of roadwork with dense traffic or 
high-speed passing in heavy traffic with a mixed vehicle fleet).  
  

                                                
78 For example, in 2018, the company Vires transferred some of the work it had stewarded on open standards 
relating to scenarios and simulations to the Association for Standardization of Automation and Measuring Systems 
to “ensure an independent further development and long-lasting maintenance of the standard.” Association for 
Standardization of Automation and Measuring Systems, undated.  
79 California Code of Regulations, undated; Nowakowski et al., 2015. 
80 NHTSA, 2017b; NHTSA, 2016b. 
81 Nowakowski et al., 2015. 
82 Nowakowski et al., 2016; Nowakowski et al., 2015; University of California PATH Program, 2016. 
83 University of California PATH Program, 2016. 
84 Amersbach and Winner, 2017. 
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Box 3.1. Functional Safety and Automated Vehicles 

Although traditional engineering validation and functional safety focus on different aspects of the system design life 
cycle, their connection is important. By focusing efforts on designing safety into the system early, validation can 
focus on system robustness.a The traditional approach to systems engineering invokes the V model, so termed 
because it is typically drawn in the shape of a V. On the left side of the V, the model starts with development of a 
concept of operations, definition of requirements, development of an architecture, and the building of the system. 
Heading up the right side of the V, the model ends with integration of the system (if need be), testing, verification and 
validation of performance, and operation and maintenance of the system until its end of life.b 

 
SOURCE: International Council On Systems Engineering, Systems Engineering Handbook, 
Version 3.1, August 2007, pp. 3.3–3.8. 

 

By designing safety early on the left side of the V, the right side actions can focus traditional validation efforts on the 
whole system and in-situ environmental parameters instead of individual components and their inputs and outputs. 
This methodology will find significant errors during testing that a team would otherwise miss because of the time 
constraints on testing. However, the traditional V model approach to systems engineering is predicated on the notion 
that the requirements are known. With automated systems, there are a plethora of unorthodox road settings and 
environmental hazards that can be examined in the safety demonstration stage to assist in validating the functional 
safety of the subsystems, completing the right side of the V model.  
 

A few methods help developers handle the complexities of automated systems. One is to limit the ODD in such a 
way that the safety envelope (a set of limits and conditions under which the system must operate, as discussed in 
the section of this report titled “Measure Category 2: Leading Measures”) can be expanded and confidence can be 
built over time. Additionally, developers can use the levers associated with ISO 26262 to assign safety requirements 
to a high automotive safety integrity level while the functional requirements are allocated to a low automotive safety 
integrity level. This ensures that all subcomponents are focusing safety requirements around significant mishaps that 
must be avoided while the lower-level functions can perform as intended beyond the safety constraints. 
 

By appropriately defining requirements and performing specific forms of verification and validation during the design 
and development process, AV developers can utilize a phased deployment that will build trust with the public while 
ensuring safety is maintained. While traditional validation through the V model worked well for systems with mostly 
hardware, modern automation systems are complex and require new forms of validation (the demonstration stage) 
that provide safety assurances beyond individual components. By exposing the vehicle to a plethora of 
environments, including simulation, closed courses, and public roads, the safety demonstration stage will provide 
robustness testing for the entire system. 
a Koopman and Wagner, 2016a.  
NOTE: Figure compiled by Jeremiah Robertson. 
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The same behavioral competencies or scenarios outlined here and in the previous section (“A 
Discussion of the Setting Frame”) could be conducted on a public road. Doing so would have the 
benefit of great validity. It also would allow for measuring how well an AV system can operate 
and be robust in the chaos of the public road—although such testing is not repeatable and will 
not occur with sufficient frequency to collect sufficient data for statistically meaningful 
inferences.85 Because demonstration on public roads is occurring in a setting involving the 
general public, said public is now at risk.  

Decisions about how to formalize and promote demonstration for purposes of measuring and 
communicating about safety imply some kind of governance—within the company in charge of 
AV development, through an industry body, or possibly by a government entity or third party. To 
date, the U.S. government approach to safety has involved self-certification by manufacturers 
that they comply with FMVSS (as outlined in Chapter 2). Were a demonstration protocol for 
AVs to be put forth by a governing body, it could require a method containing the following: 

• an ensemble of scenarios, with vetting for relevance to key driving tasks 
• adaptation of the protocol to the vehicle’s ODD 
• standardization around a specific protocol for running demonstration activities, 

understanding the vehicle’s actions, and passing or failing 
• certification power as resting in the developer, a government entity, or a third party 
• the AV’s ability to identify that it has exceeded its ODD and to devolve to minimal-risk 

conditions.  

A protocol would likely draw from simulation, closed-course testing, and public-road testing, 
within increasing levels of validity and risk and decreasing levels of abstractness in each setting 
respectively.86 It would have to be designed to minimize gaming of the protocol by developers, 
who can be expected to design for satisfying the protocol—which is different from addressing 
real-world requirements. Demonstration does not prove the vehicle is safe; at best, it shows the 
vehicle is not unsafe.87  

Deployment  

Deployment entails ongoing safety challenges. Maintaining the proper functioning of the 
software, hardware, sensors, and cameras becomes crucial. Software updates will occur 
regularly, as discussed in the “Upgrades” section later in this chapter. Hardware also might 
require occasional updates—old hardware is not always capable of running new software at peak 
effectiveness. Cleaning and aligning sensors and cameras present challenges, as discussed in the 
section “AV Safety and Business Model.” Depending on the life span of the vehicle, all of these 

                                                
85 Kalra and Paddock, 2016.  
86 Koopman and Wagner, 2018. 
87 Nowakowski, Shladover, and Chan, 2016; University of California PATH Program, 2016. 
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might require replacement—attention to when a sensor is not working properly (or at all) will be 
even more important with AVs than it has been for conventional vehicles.  

While crashes are probable, if expected to be uncommon, in the development and 
demonstration stages, the incidence during deployment will likely increase with greater 
exposure. Post-crash survivability for all road users depends on fast crash notification, fast 
arrival of emergency services, and fast transport to medical facilities. Around crash notification, 
advanced automatic crash notification (currently available in conventional vehicles) can improve 
survivability by notifying emergency services of a crash and providing severity details so that 
appropriate services can be dispatched.88 Emergency medical services personnel might need 
special training around vehicle extrication techniques for AVs.  

Once AVs are commercially available, mileage will accumulate with use. Increases in 
exposure generally improve the ability to measure safety, as discussed later in this chapter in the 
sections on “Frame 3. Measures,” “From Frames to Framework,” and “Measures to Metrics.” 
Monitoring is especially important during early-stage deployment because people not associated 
with the development or demonstration process are likely to subject AVs to unexpected 
challenges and environments. People inside and outside the vehicle will challenge technology in 
unanticipated ways, sometimes creating safety hazards. Beyond this, AVs will fail in 
unanticipated ways. Conventional vehicle behavior might provide little guidance in anticipating 
these failures. Reconstructing the event and the AV’s decisionmaking pathways will be critical to 
post-event investigation.89 Event reconstructions provide valuable insight as case studies.  

A Discussion of the Stage Frame 

Stages occur in different settings; development and demonstration take place in artificial 
settings and on public roads, deployment only on public roads. Safety in development, 
demonstration, and deployment can be assessed by multiple measures, with different 
interpretations and different concerns. Each measurement can be obtained in each setting. 
However, the risk to which the public is exposed in order to obtain the measure and how that risk 
is controlled can vary at each stage.  

Frame 3. Measures 

Three categories of measures exist around AV safety. These categories are defined by when, 
in vehicle construction and operation, they are available (Figure 3.4). Measure refers to concepts 
(e.g., crashes with severe injury) and are less precise and implementable in their definition than 

                                                
88 Ecola et al., 2018. 
89 Event data recorders, which capture information in the seconds before, during, and after a crash, are among the 
tools that can help, although they would be expected to capture more and different kinds of data with AVs than they 
do today. NHTSA, undated-c. 
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executable metrics (e.g., crashes with severe injury [rated at 3 or higher on the Abbreviated 
Injury Scale90] per 100,000 vehicle miles traveled). Metrics will be discussed later in this 
chapter, in the section “Measures to Metrics.”  

Figure 3.4. Measure Frame 

 

Measure Category 1: Standards, Processes, Procedures, and Design 

The first category consists of the standards, processes, procedures, and design requirements 
involved in creating the AV system hardware, software, and vehicle components. Processes and 
standards could be technology-specific or, to be inclusive, err on the side of being overly broad. 
These come from many sources, including FMVSS, ISO, and SAE, each with (slowly) evolving 
application to AVs. Safety driver training could be included here. Because standards, processes, 
procedures, and design are evolving constantly and might be measured at lower levels of vehicle 
composition (e.g., at the subcomponent level)—and because measures of adherence relate 
indirectly to safety through function—the focus falls to the second and third categories, leading 
and lagging measures, as will be discussed. That said, this category of measure shows the 
approaches through which it is possible to track how safety is built in, beginning with design. 
Adherence to industry standards is both industry best practice and associated with reducing 
potential liability for companies. 

Measure Category 2: Leading Measures 

Leading measures reflect performance, activity, and prevention; lagging measures are 
observations of safety outcomes or harm.91 Leading measures draw from the pre-crash row of the 
Haddon Matrix (Table 2.1). These measures serve as proxies or surrogates for lagging measures. 
Leading behaviors associated with a safety outcome are not themselves an outcome, but in 

                                                
90 The Abbreviated Injury Scale is maintained by the Association for the Advancement of Automotive Medicine 
(undated).  
91 Government of Alberta, 2015; Occupational Safety and Health Administration, 2005; Occupational Safety and 
Health Administration, 2016. 
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changing the precursory behavior, the probability or severity of outcomes are affected. The link 
between a proxy and an outcome should not relate to the circumstances under which either 
occurred (e.g., a strong proxy when speed is high, a weak proxy when speed is low). 
Additionally, the link relates to risk of collision, not of injury, which would include other 
considerations such as fragility of the road user.92 Because the events included in leading measures 
happen with greater frequency than events in lagging measures, leading measures are often 
obtainable with statistical confidence at lower cumulative mileage than lagging measures, giving 
them a canary-in-the-coal-mine quality.  

Cumulative mileage is a possible leading measure, but there is no relation to safety without 
more information around the parameters and density of challenges. Also, system upgrades could 
mean that past performance might not reflect a system’s current safety level. 

Disengagements are another leading measure. A disengagement is the  

deactivation of the autonomous mode when a failure of the autonomous 
technology is detected or when the safe operation of the vehicle requires that the 
autonomous vehicle test driver disengage the autonomous mode and take 
immediate manual control of the vehicle.93 

Disengagements can be initiated by the AV itself, by in-vehicle or remote safety drivers, or by 
passengers.94 Disengagements are currently used as a nonstandardized safety measure by various 
companies, states (required of entities testing AVs in California), and even by the federal 
government.95 

As a leading measure, disengagement’s main benefit is that it is well established, although 
not uniformly defined, applied, or reported.96 Diminishing disengagement frequency, although 
reflective of how well the system is learning, does not mean that the system is safe. 
Disengagement is sensitive to driver training, which might reflect company risk aversion, and to 
driver risk tolerance. It requires a safety driver and thus is not approach-neutral—for example, 
disengagements are not used in Tesla’s shadow mode.97 Using disengagement as a safety 
measure can produce perverse incentives; the safety driver might try to disengage as rarely as 
possible. Additionally, as the AV system improves, safety drivers could lose skill and become 
more likely to be distracted because they have decreasing need to act.98  

                                                
92 Johnsson, Laureshyn, and de Ceunynck, 2018. 
93 California Code of Regulations, undated. 
94 California Department of Motor Vehicles, undated. 
95 California Department of Motor Vehicles, 2017. 
96 Felton, 2018. 
97 Prescott, 2017. 
98 That reality, echoing situations observed with aviation automation, has motivated the rise of driver monitoring 
systems. 
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Simulating a situation post-disengagement to explore what could have happened had the 
disengagement not occurred could facilitate understanding about whether the disengagement was 
warranted.99 The simulation might suggest whether a crash would otherwise have occurred. But 
such post hoc simulation shifts the variability inherent in human test drivers on public roads to 
variability based on simulation quality and ability to predict a counterfactual. Additionally, if 
safety drivers believe that the only disengagements that will count are the ones that simulations 
show were needed, those drivers might be overly liberal in disengaging.  

Infractions are another leading measure.100 Infractions could be recorded by the vehicle or 
police. The former is preferred because the latter is heavily mediated by enforcement, which 
depends on whether the questionable activity is noticed and triggers a response. A statistically 
significant relationship exists between infractions and later crashes for human drivers, and it is 
assumed at this early time in AV history that such a relationship could apply to AVs.101 Right-of-
way infractions, including “failure to yield” and disobeying traffic signals, have the strongest 
relationship to later crashes.102 Infractions as a measure might benefit from removing infractions 
involving judgment (e.g., reckless driving), infractions that are not germane to AVs (e.g., 
distracted driving), infractions unrelated to safety (e.g., parking infractions), or state- or county-
specific infractions. However, circumstances could occur in which an action that results in an 
infraction is the safest option, such as speeding or crossing unbroken white lines to avoid a crash. 
This measure is unable to distinguish between infractions that, although technically illegal, 
enhance safety and infractions that worsen safety. Additionally, the relationship between 
infractions and crashes for human drivers might not apply to automated systems. 

Roadmanship captures the ability to drive on the road safely without creating hazards and 
responding well (regardless of legality) to the hazards created by others.103 The concept centers 
on whether the vehicle “plays well with others,” even if others are not around.104 Roadmanship is 
an attractive leading measure of safety conceptually but complicated definitionally. A 
roadmanship measure should be  

• objective  
• physics-based  
• available using current technology  
                                                

99 Waymo factors such post hoc simulations into its disengagement reports to the California Department of Motor 
Vehicles. Waymo, 2016. 
100 Infractions could also include violations or misdemeanors. Exact terminology differs between states. Within this 
report, infractions refers to noncriminal violations of state and local traffic law.  
101 Chen, Cooper, and Pinili, 1995; Lightstone, Peek-Asa, and Kraus, 1997; Lui and Marchbanks, 1990. 
102 Chen, Cooper, and Pinili, 1995. 
103 The concept is not formally defined because of a previous lack of measurement capabilities and lack of need with 
conventional vehicles, for which crashes are plentiful. 
104 Koopman and Wagner, 2018; Sagar Behere, senior manager, systems engineering—autonomous driving, Toyota 
Research Institute, comments at RAND workshop, May 15, 2018, and follow-up discussion with authors, August 
19, 2018. 



 
 

32 

• reflective of the official and unofficial rules of the road.  

Additionally, a roadmanship measure should separate the initiator of an unsafe decision from a 
responder (so as not to punish evasive action) and should reward predictability and 
anticipatability. This measure should capture any chaos around the AV, and ideally whether that 
chaos can be attributed to the behavior of the AV or that of another road user. Table 3.2 presents 
a noncomprehensive list of established measures with roadmanship features. Variations exist on each 
of the examples listed. Measures around only specific road users or specific crash scenarios were not 
included.  

Of all the examples listed, the safety envelope is closest to the concept of roadmanship.105 
But how can envelopes based on maneuverability, infrastructure, velocity, time, or space be 
determined? The safety behavior rules comprising the Responsibility Sensitive Safety (RSS) 
model is one example of how the envelopes could be defined.106 This model provides 
algorithmic proofs around how to, in a variety of environments, (1) maintain a safe distance in 
front of the vehicle, (2) maintain a safe distance lateral to the vehicle, (3) respect and give right-
of-way, and (4) exercise caution when a sensor’s perception is occluded because of infrastructure 
or road design. The first two rules feed into envelopes based on velocity, time, and space; the 
third feeds into maneuver-based envelopes, and the fourth into envelopes based on infrastructure 
and roadway environment (although this could be expanded to other infrastructure if needed). In 
this context, safety envelope violation counts signify the AV’s ability to follow rules of the road. 
To fully meet the definition of safety envelopes (and hence roadmanship), the RSS model 
includes the calculable concept of responsibility, allowing discernment between initiators of a 
safety envelope violation and responders. To implement this concept, a method of tracking 
violations of the safety envelope is needed.  

The number of pathways to an incident is infinite,107 but one of a finite number of driving 
behavior rules is almost always violated. Somehow, safety envelopes were violated—one of the 
RSS rules was not met by the AV or another road user. There could be other attractive ways to 
define the safety envelopes and other attractive measures through which to consider roadmanship 
overall.  
  

                                                
105 The concept has been used in other domains, from aviation to nuclear power. 
106 Shalev-Shwartz, Shammah, and Shashua, 2017. 
107 This concept reflects the Swiss Cheese theory of crash causation: Many individual events contribute to the 
likelihood of a crash, and when all the “holes” align, a crash occurs. See Ecola et al., 2018; and Perrow, 1999.  
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Table 3.2. Examples of Measures Around Roadmanship  

Category Detail 
Near misses or near crash 
Definition A subjective judgment that a circumstance had the potential for a collision 

Example Hayward, 1972; NHTSA, 2006; Klauer et al., 2014; Uchida et al., 2010; Arai et al., 2001 

Strengths Frequently used  

Weaknesses Subjective; not uniformly implemented  

Rapid acceleration or deceleration   
Definition A change in velocity at or over a given quantity (These measures can be coupled with jerk profile, the rate 

of change of acceleration, and yaw rate, the rate of change of the angular velocity, and are related to delta 
V, or change in velocity.)  

Example Arai et al., 2001; Stipancic, Miranda-Moreno, and Saunier, 2018; Johnsson, Laureshyn, and de Ceunynck, 
2018; Mahmud et al., 2017 

Strengths Objective; physics-based; available using current technology 

Weaknesses Fails to distinguish initiators from responders; incomplete; alone it could fail to fully account for lateral 
movement; relationship to lagging measures dependent on driver abilities and brakes.  

Time to collision 
Definition The length of time until a collision, should the vehicle continue in its current path (One could also sum the 

number of occurrence when the time to collision fell below a given number of seconds. Similar measures 
exist around distance between two road users instead of time.) 

Description Johnsson, Laureshyn, and de Ceunynck, 2018; Mahmud et al., 2017; Federal Highway Administration, 
2008 

Strengths Objective; physics-based; available using current technology; currently in use in simulation and public road 
settings  

Weaknesses Fails to distinguish initiators from responders; incomplete; might not serve as a proxy for all crash types; 
relationship to lagging measures dependent on driver abilities and brakes.  

Post-encroachment time 
Definition The time between one road user departing from a location of potential collision to the time another road 

user arrives in that same area 

Description Nadimia, Behbahania, and Shahbazib, 2016; Mahmud et al., 2017; Federal Highway Administration, 2008 

Strengths Objective; physics-based; available using current technology; currently in use in simulation and public road 
settings  

Weaknesses  Fails to distinguish initiators from responders; incomplete; might not serve as a proxy for all crash types; 
relationship to crash dependent on driver abilities and brakes.  

Instantaneous safety metrics 
Definition The probability of an unavoidable crash, recalculated at every instant (This measure is conceptually similar 

to the Crash Propensity Metric [Wang and Stamatiadis, 2014], the probability of a conflict devolving into a 
crash, calculated from simulated conflicts, and human and vehicle variability.)  

Source Every et al., 2017 
Strengths Objective and physics-based 

Weaknesses Fails to distinguish initiators from responders; currently still in development 
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Category Detail 
Combined indicators  
Definition A generic definition of counting safety-critical incidents where, should each road user's course remain 

unchanged, a crash would occur (There are several ways to conglomerate conflict. One approach, known 
as Conflict Severity, combines maximum average deceleration and time to collision, both reflecting the 
effectiveness of evasive maneuvers, and delta V, or change in velocity.)  

Description  Johnsson, Laureshyn, and de Ceunynck, 2018 

Strengths Generally available using current technology, although some methods might use techniques not yet 
available  

Weaknesses No universal, accepted, and vetted measurement-generation method; weaknesses vary based on method; 
some are subjective, some are incomplete, etc.  

Safety envelope violation 
Definition Counts how often an AV’s safety boundary is violated, who is at fault, and how quickly the boundary is 

restored (Around the AV is a boundary defined by a measure of space, velocity, time given a speed to 
collision, etc., between the AV and other roadway users or objects. The AV might have a series of 
boundaries around it, wherein violation of each successive boundary provokes a more extreme evasive 
response by the AV. Envelopes can also be defined by infrastructure—e.g., lane markings—or by 
maneuvers—e.g., disallows turns at speeds where traction will be lost—limiting the vehicle in what it can 
do.)  

Source This concept comes from aviation (Lombaerts et al., 2015), but has been included in AV research 
(Koopman and Wagner, 2018)  

Strengths Meets aforementioned characteristics  

Weaknesses Agreed-upon definitions of safety envelopes do not yet exist in the automotive industry 

Measure Category 3: Lagging Measure 

Lagging measures involve actual harm—crashes—and their outcomes. This category draws 
from the second (crash) and third (post-crash) rows of the Haddon Matrix (Table 2.1). Severity-
based outcomes include any contact between the vehicle and its outside environment (e.g., other 
road users, animals, or property), crashes resulting in property damage over a certain cost, 
crashes resulting in injury, in severe injury (Abbreviated Injury Scale 3+), in death, etc. As an 
additional layer, outcomes can be classified by crash types or configurations. Measures that 
integrate across crash severities include cost (e.g., medical expenses, missed work, and property 
repair), disability-adjusted life years, and quality-adjusted life years.  

Measure Characteristics  

There are many possible characteristics that a measure of AV safety should contain; most can 
be divided into four categories: valid, reliable, feasible, and non-manipulatable (Table 3.3).108 

                                                
108 We solicited inputs from people we interviewed (from the public and private sectors) and generated a much 
longer set of characteristics. We used our judgment to compress the list to these four, recognizing that too many 
characteristics would not be practical to use. 
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Valid, specifically in the sense of construct validity (a type of internal validity),109 refers to the 
extent to which the evidence correlates with safety. Reliable refers to how consistently, 
quantitively, and objectively measurements be made, and how stable those measurements are. 
Feasible refers to whether measurements can be obtained with reasonable time, cost, etc. Non-
manipulatable refers to being difficult to tamper with or game.110  

Table 3.3. Measuring Characteristics  

Characteristic High Medium Low  
Valid Metric directly measures 

characteristic  
Metric is closely related to 
characteristic 

Metric is indirectly 
related to characteristic 

Reliable (between AV models 
and within AV models; 
comparing vehicle to vehicle)  

Quantitative, objective,  
well-defined, and stable 

Somewhat quantitative, 
subjective, well defined, or 
volatile 

Qualitative, subjective, 
volatile, and anecdotal 

Feasible Evidence can be gathered 
with reasonable time, cost, 
and resources 

Evidence could be collected 
with some difficulty 

Evidence would be 
challenging to collect 

Non-manipulatable Provides no opportunity for 
manipulation of measure 

Some opportunity exists for 
manipulation  

Easily manipulated  

A Discussion of the Measure Frame 

Each measurement can be obtained in each setting. However, the risk associated with 
obtaining the measurement can vary, as can the quality of the measurement (e.g., the validity, 
feasibility, reliability). For example, a developer can obtain an outcome measure, such as a crash 
rate from 1,000 miles in a simulated urban environment and a crash rate from 1,000 miles in 
downtown San Francisco, California. In the former, only simulated people, animals, and property 
are at risk. In the latter, real people, animals, and property are at risk. Additionally, depending on 
the simulator, the simulated rate might have little relation to the rate obtained from driving on 
public roads with a safety driver, meaning the simulated rate had low validity. However, if the 
simulation were run 5,000 times, always with the same result, the simulated rate could have high 
reliability. Similarly, safety in the development, demonstration, and deployment stages can be 
measured using leading and lagging measures, but a given measurement’s meaning and quality 
(e.g., validity, feasibility, etc.) could differ at each stage.  

                                                
109 Hartas, 2015. 
110 Savitz et al., 2015. 
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From Frames to Framework 

Settings, stages, and measures are integrated into one framework in Figure 3.5. The table lists 
lagging and leading measures at combined stages (development, demonstration, deployment), 
settings (simulation, closed course, public roads), and public risk. The framework shows what 
can be measured and how each measure can be used to make a case for the safety of the AV at 
each stage and in each setting.111 A black circle or circle around an asterisk indicates measures 
that reflect public safety in a way that could be communicated publicly. An open circle indicates 
measures that do not reflect public safety but could be used internally by a company to measure 
system function and progression. An N/A (not applicable) indicates that measures cannot be 
calculated in this setting within this stage. 

Focusing on the rows in Figure 3.5 (because the emphasis is on the safe conduct of these 
vehicles for the public), the first two rows are not themselves germane measures of public safety 
because the public is never exposed to risk—rather, these rows reflect how well the vehicle 
functions. The same argument could be made for the fourth and fifth rows because, again, the 
public is not at risk. But because these rows serve as formal, semiformal, or informal gateways 
for development on public roads or deployment, they are determinative of safety, even if they are 
not themselves situations in which the public is actually exposed.  

Focusing on the columns, it is possible to measure safety in most cells. Considering 
disengagement, in simulation there is no disengagement, so this measure is not applicable within 
the development stage in this setting. During the development stage, the public and regulators 
should focus on whether the development process is safe for the public, not whether the AV 
system is progressing or learning. This perspective flags disengagement as a poor measure of 
safety during development on closed courses and public roads. As discussed in the earlier section 
“Measure Category 2: Leading Measures,” disengagement is misleading without context—there 
are perverse incentives, and it is subject to the safety driver’s training and risk tolerance. Overall, 
the public does not need to consider why the crash did not occur, just that it did not. The 
“why”—either because of an excellent AV system performance or disengagement—is the 
developer’s purview. In the demonstration stage on closed courses and public roads, 
disengagement becomes informative if a human safety driver is involved (compared with an 
unmanned vehicle) because it suggests the AV might not be ready for commercial deployment. 
Additionally, because a safety driver might disengage and avoid a crash, infraction, or error in 
roadmanship, disengagements must be considered in the demonstration stage to allow a complete  

 

                                                
111 NHTSA, 2017b; NHTSA, 2017c. 
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Figure 3.5. Integrated Safety Framework 
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view of safety.112 In deployment, in lieu of disengagement, the system should be able to 

transition to a minimal risk-condition when it suffers a technical failure or a departure from its 

ODD.
113

 Failure to do so suggests deep problems in the perception or planning subsystem and 

would likely result in a lagging measure event (i.e., a crash). 

Moving to other measures, safety outcomes, infractions, and roadmanship are germane in 

every stage and setting. However, use and meaning by stage and setting varies (Box 3.2). The 

chief determining factor is exposure. Those combinations of measure, stage, and/or setting 

denoted by a circle around an asterisk (rather than a black circle) in Figure 3.5 are interpretable 

as a case study (rather than as an exposure-based rate). In situations of low exposure, events can 

be leveraged as case studies. For example, exposure on the order of millions or billions of 

vehicle miles traveled would be needed to detect even modest differences with statistical 

confidence in crash rates between conventional vehicles and AVs on public roads.114 It is 

extremely unlikely that within “development, public roads” there would be enough exposure to 

calculate such a difference within a reasonable amount of time. However, because vehicle-

recorded infractions are likely to be more common than crashes, a lower and potentially 

attainable mileage is needed to obtain exposure-based measures, such as infractions per VMT, 

and to generate with statistical confidence comparisons with infraction rates among conventional 

vehicles during development on public roads. Unfortunately, such infraction rates do not 

currently exist for conventional vehicles, an issue covered later in this chapter in the section 

titled “Creating Comparisons.”  

The safety measure’s interpretation is parameterized by where and when the measurement 

occurs. As the field of AV safety matures, this matrix can be expanded, contracted, and refined. 

Figure 3.5 is a living document.  

  

                                                
112

 Today, other than case studies of lagging events of high severity, disengagements are the only safety measure 

publicly available. Within the report we separate development (when disengagements are not informative) from 

demonstration (when disengagements are highly informative and central to a comprehensive view of safety). The 

demonstration stage as outlined in the report does not currently exist. Until the demonstration stage is distinct, 

clearly defined, and in use, there might continue to be value in looking at disengagements, if well defined and 

reliably measured. 

113
 A deployed Level 4 AV would not have the safety driver used in its development. It would be limited to a 

specified ODD, and either a way to excuse itself—retreat to a safe space—or invoke remote assistance if outside of 

its ODD would be expected. 

114
 Kalra and Paddock, 2016. 
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Box 3.2. Interpretation of Each Measure at Each Stage in Each Setting and Potential Rating of 
Characteristics (outlined in Table 3.3) 

The interpretation of each measure varies by stage and setting. Consider the lagging measure of all crashes with a 
minimum property damage of $5,000. Measure meaning varies: 
• In development using simulation, the measure reflects the count or rate per given simulation (or per 

dangerous scenario encountered, etc.) of simulated crashes. Because no actual damage or injuries can be 
sustained, this value is hypothetical and results from the developer estimations or conjecture. Pursuant to 
simulation quality, this could suggest the vehicle’s ability to handle scenarios in a controlled environment.  
o Such a measure might have medium validity, medium to low reliability, high feasibility, and low non-

manipulatability.  
• In development using a closed course, the measure reflects the count of crashes where the hypothetical 

damage to the course or vehicle was $5,000 or more, within specific parameters. This value is hypothetical. 
Course operators use balloon cars and dummies as target objects, so the hypothesized values would 
represent the probable cost had road and other road users been real. The cost of damage to the AV also 
must be hypothesized because the AVs should not suffer nearly as much damage (if any) as they would in 
public road crashes. This could indicate the vehicle’s ability to handle scenarios in a semi-controlled 
environment. 
o Such a measure could have low validity, low reliability, medium feasibility, and medium non-

manipulatability. 
• In development on public roads, the measure reflects the detailed crash investigation results and count of 

crashes where damage to the AV, road users, or property cost $5,000 or more. This could indicate the 
vehicle’s ability to handle the challenge of an environment within ODD specifications while minimizing the 
hazards put upon the public. Conclusions about the vehicle’s ability to handle challenges are caveated by the 
presence of a safety driver, who could (or should) disengage the AV system, although that is not always 
sufficient for crash avoidance.  
o Such a measure might have high validity, medium reliability, high feasibility, and high non-

manipulatability. 
• In demonstration using simulations, the measure reflects the count or rate per given simulation (or per 

scenario) of simulated crashes, where severity of crash has also been simulated, according to a prespecified 
protocol. As with development actions in simulation, this value is hypothetical. This could indicate the 
vehicle’s ability to handle the scenario in a controlled environment to a predetermined standard and the 
vehicle’s readiness for public deployment. 
o Such a measure might have medium validity, medium reliability, medium feasibility, and medium non-

manipulatability. 
• In demonstration using a closed course, the measure reflects the count of crashes where damage to the 

course or vehicle was $5,000 or more, within predesignated maneuvers or scenarios. As with development 
actions on closed courses, this value is hypothetical. This could indicate the vehicle’s readiness for public 
deployment.  
o Such a measure might have medium validity, medium reliability, medium feasibility, and medium non-

manipulatability. 
• In demonstration on public roads, the measure reflects the detailed crash investigation results and count of 

crashes where damage to the AV, other vehicles, other property, or other persons cost $5,000 or more. This 
could indicate the vehicle’s ability to handle predesignated maneuvers or scenarios in an environment with 
little control exercised by developers or testers beyond ODD specifications. This might strongly indicate the 
readiness for public deployment.  
o Such a measure might have high validity, medium reliability, high feasibility, and high non-

manipulatability. 
• In deployment on public roads, the measure reflects the detailed crash investigation results and rate of 

crashes where damage to the AV, other vehicles, other property, or other persons cost $5,000 or more. This 
could indicate areas of improvement for future upgrades. 
o Such a measure might have high validity, medium reliability, high feasibility, and high non-

manipulatability.  
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Measures to Metrics 

No single measure at any stage or setting can tell the entire story of safety. As described in 

the earlier section “From Frames to Framework,” each measure has its own interpretation and 

relationship to other measures. Leading measures serve as canaries for lagging measures, the 

rarer events. Lagging measures can also be canaries for other lagging measures. For example, a 

case study of minor contact between an AV and a scooter in the development stage might augur 

more-frequent and more-severe crashes during deployment. Combining measures might offset 

each one’s individual strengths and weaknesses. This is especially true when measures 

(concepts) become metrics (a defined calculation). For example, juxtaposing one metric that has 

high non-manipulatability but medium validity and feasibility with another metric that has high 

validity and feasibility but medium non-manipulatability might present a coherent safety 

argument.  

At every stage in each setting, there are many ways in which measures can become metrics 

(example metrics are presented in Table 3.4). A measure can take many forms: A crash can be a 

case study or included in a count or a rate; the cost can be added to total costs; or the resultant 

injuries can contribute to days in a hospital, days of work missed, disability-adjusted life years, 

quality-adjusted life years, etc. Similarly, an infraction can be a case study or included in a count 

or a rate with varying denominators such as number of scenarios in simulation, cost of a police 

ticket (had the police caught the infraction), etc. Metrics that do not have exposure (denominator) 

parameters do exist—as counts, case studies, cumulative costs, or binary results (e.g., pass or fail). 

But when making comparisons, exposure provides necessary context and narrative. 

Conventional vehicles frequently form the safety benchmark for AVs—asking how much 

safer than conventional vehicles AVs should, could, or will be. It is natural to use the status quo 

of conventional vehicles as a benchmark.115 Comparisons of AVs with conventional vehicles or 

with other AVs generally require event data (numerators) and exposure data (denominators) for 

both types of vehicles. 

 

                                                
115

 Schoettle and Sivak, 2015; Teoh and Kidd, 2017; Blanco et al., 2016. 



 
 

41 

Table 3.4. Selected Measures (Numerators), Exposure (Denominators), and Comparisons for AV Safety Metrics and Potential Rating of 
Characteristics (outlined in Table 3.3) 

Measure Exposure ODD Comparisons Valid Reliable Feasible 
Non-

Manipulatable 

Deaths  
(within 30 days of crash) 

Per VMT  
(on public roads) 

Non-highway roadways and parking lots 
in urban Dallas, Texas, during daylight 
hours, with no precipitation, at all, in all 
traffic conditions 

All conventional vehicles and human 
drivers in urban areas from 7 a.m. to 
7 p.m. in normal weathera  

High High Mediumb High 

Serious injuries  
(Abbreviated Injury Scale 3+)  

Per VMT  
(on public roads) 

Highways in California and Oregon in all 
weather conditions and all speeds under 
low traffic conditions 

Specific subgroup of human drivers 
and conventional vehiclesc 

Highd Medium Mediumb High 

Serious injuries  
(Abbreviated Injury Scale 3+) 
(simulated) 

Per VMT  
(simulated) 

All roadway types in clear weather or rain 
at speeds up to 35 mph 

Specific subgroup of human drivers 
and conventional vehicles in clear or 
rainy weather on roadways with a 
speed limit at or below 35 mphc 

Medium Lowe Lowe Lowe 

Crashes  
(Collision Deformation 
Classification code  
[SAE J224] of 2 in terms of 
maximum extent of penetration) 

Per hour driving  
(on public roads) 

All roadway types, in all weather, at all 
speeds, with clear lane markings and no 
pedestrians, bicyclists, or scooters 
detected 

Same model–year conventional 
vehicles with ADAS, excluding 
bicyclist and pedestrian crashesc  

Mediumd Mediumf High High 

Safety envelope violations 
(reflecting roadmanship) 

Per licensed 
driver or customer 

Fourteen city blocks in downtown Seattle, 
Washington, on Fifth Street from Olive 
Way to Terrace Street 

Other AV makes and models in the 
same locationg  

High Mediumf High Mediumf 

Disengagement Per scenario on 
closed course 

Suburban environment in clear weather, 
snow, or rain, with visible or disfigured 
signage (as created in a closed course) 

Pre-upgrade AV of same make and 
model of the same closed course, 
three years agog  

Low Medium High Low 

Vehicle-counted safety-related 
infractions 

Per urban city 
block (on public 

roads) 

Washington, D.C., in all weather 
conditions, in areas with streetlights, 
excluding roundabouts  

Prespecified standard or numberg Medium Lowh Medium Medium 

a Fatality Analysis Reporting System (FARS). 
b FARS and National Automotive Sampling System/Crashworthiness Data System (NASS/CDS) data are not timely. 
c NASS/CDS. 
d The metric’s ODD is not the same as or similar to the comparison group’s, inviting bias. 
e Injuries can be very difficult to simulate accurately. 
f In both these measures, the denominator is highly susceptible to confounding. 
g Data source does not currently exist. 
h Without more information or standardization on closed-course loops, this measure is not reliable. 
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Numerators and Denominators 

Numerators and denominators pull from the measures outlined in Table 3.4 and beyond. The 
most popularly touted denominator is VMT, simulated and on public roads. However, as already 
discussed in the section “Measure Category 2: Leading Measures,” not all miles are the same. 
Details on the VMT context and content are needed to control for confounding.  

The challenge for numerators and denominators lies in data from conventional vehicles. Such 
data often lag by a year or more in availability, and, around the numerator, might be limited to 
high-severity incidents (e.g., police-reported crashes are generally limited to those involving an 
injury or a given amount of property damage). Additionally, because AVs’ ODDs can vary, 
comparable conventional vehicle data must precisely map to the same parameters. Parameters 
can include weather, time of day, road environment, etc. Business models also must be 
considered—for example, driving patterns for ride-share programs could differ from driving 
patterns for private vehicles. Obtaining such precisely sliced data for conventional vehicles is 
challenging.  

Creating Comparisons  

Comparisons (Table 3.4) should always contrast like with like. Otherwise, the comparison is 
biased. This concern gives weight to the question of which conventional vehicles should be 
included. Contrasting an HAV to a 12-year-old car (the current average vehicle age on the road 
in 2016116) is biased because of the advances that automotive technology has made in 
crashworthiness and post-crash survivability alone. Should AVs instead be compared with the 
newest conventional vehicles with the latest crash avoidance technology?117  

Broadly, there are three categories of metrics when comparing AVs with conventional 
vehicles: can compare, could compare, and can’t compare. Can compare consists of metrics for 
which comparisons can be made using available data. Police-reported crashes per VMT and 
police-reported infractions fall into this category, assuming conventional vehicle exposure data 
are available specific to the ODD. Besides VMT, metrics could be per licensed driver or per 
passenger group (when there is no driver). Where traffic cameras are available to capture specific 
scenarios, per-scenario-based rates can be computed. This category is the most likely to inform 
equivalent risk requirements for AVs compared with conventional vehicles.  

Could compare consists of metrics where comparisons are possible, but data are not currently 
available. These include all measures from simulation and closed courses (because conventional 
vehicle measures are unlikely to be already available in these settings) and crashes that fall 
below the police reporting threshold for severity (because such data are not available for 

                                                
116 Statista, 2017. 
117 Kalra and Paddock, 2016. 

 



 
 

43 

conventional vehicles). Most proxy measures fall in the could compare category: Conventional 
vehicles do not currently collect data on roadmanship or vehicle-recorded infractions. 
Naturalistic driving data, obtained by instrumenting vehicles to unobtrusively monitor the 
driving experience inside and outside the vehicle in its “natural setting,”118 could fill this need. 
Such naturalistic data must be available from a similar ODD and from a representative sample of 
drivers. Specific groups of drivers (e.g., commercial drivers or those in safety-promotion 
programs) might be safer than the average human driver, creating a conservative sampling bias.  

Can’t compare consists of metrics for which comparisons to conventional vehicles are not 
possible. The most obvious measure is disengagements, which do not occur with conventional 
vehicles. Arguably, because each developer reports (and possibly records) disengagements 
differently, this metric also cannot be used to compare different AVs.  

Operational Design Domain 
ODD refers to the conditions in which the developer intends the AV system to operate; the 

“where” and the “when.”119 As referenced in Chapter 2, ODD is particularly important for 
Level 4 vehicles because the system is expected to be able to operate (monitor the driving 
environment; steer; accelerate or decelerate; and respond effectively where it cannot do those 
things— i.e., fall back) without the aid of a human driver within its ODD.  

Developers need as thorough as possible an understanding of what the AV can and cannot 
handle—ideally determined in the artificial setting before the AV starts on public roads. A 
company could refine the ODD during development on public roads and forward through 
deployment. Because a Level 4 AV is responsible for keeping itself within its ODD, the ODD’s 
precise definition must be in terms that are identifiable or inferable by the AV system. 

Precision in ODD definition is complicated. Theoretically, the definition should involve 
inclusions and exclusions. But guaranteeing coverage in areas included or not excluded might be 
unachievable because a developer cannot test every possible scenario permutation (as discussed 
in the section “A Discussion of the Setting Frame”). Definitions should specify vehicle 
maneuvers and environment, but some maneuvers might be unachievable in certain 
environments. A maneuver-based ODD specifies what an AV can and cannot do (e.g., it can turn 
right at an intersection but cannot turn left). For an environment-based ODD, a distinction can 
theoretically be made between static and dynamic ODD environments. Dynamic components are 
subject to change: weather, traffic, etc. Static components are unchanging: roadways, 
infrastructure, neighborhoods, etc. But static ODD environmental components can change 
because of road work, police-directed intervention, or infrastructure decay. For AVs to drive on 

                                                
118 Uchida et al., 2010. 
119 SAE Mobilus, 2018. 
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public roadways, the public and policymakers must accept a level of uncertainty around AV 
performance even within an ODD.  

ODD definitions describe minimal-risk conditions, which should occur when the AV finds 
itself outside of its ODD. Attaining minimal risk conditions involves having an in-vehicle 
occupant or remote driver take over the driving task, proceeding slowly, or stopping in a safe 
place.120 As stated in the earlier section on “A Discussion of the Setting Frame,” devolving to 
some conditions might present a new safety threat.  

Common terminology for ODDs would facilitate intra- and inter-organizational 
communications, which would decrease the likelihood of surprises in terms of ODD coverage. A 
taxonomy of ODD attributes would support stakeholder communication about AVs. At a 
minimum, such a taxonomy could contain considerations of weather, other road users likely to be 
present, road condition and markings, time of day, roadway surroundings, traffic density, and 
AV system familiarity with the roadway. The level of taxonomic detail could vary depending on 
what consumers need to understand, what regulators need to know, and what information 
companies need to communicate internally—or, possibly, externally within the industry. 
Although taxonomic guidelines found in SAE J3016 map levels of automation to ODD,121 bases 
for describing ODD are included neither within that recommended practice nor by NHTSA.122 
Developers might have constructed internal taxonomies, but a shared language would facilitate 
communication with regulators and consumers not just about what the AV can do but also when 
and where it can do it. Language must advance along with (or even in front of) technology, 
easing its path forward.  

As described in the section “Numerators and Denominators,” safety metrics include 
consideration of ODD in the numerator, denominator, and comparison. Caution is needed 
because comparing vehicles operating in different ODDs invites potential bias. If the comparison 
includes ODDs containing different base levels of safety threats, the vehicle in the safer 
environment is favored. For example, three miles of rural road at midnight have a crash risk 
profile that is different from three miles of road in a dense urban center during rush hour.  

Upgrades and Updates 

Once an automated driving system is in use, developers can use information gleaned, coupled 
with internal innovations, to change or upgrade the system. This can occur in any stage but is of 
particular concern in deployment because that stage continues in perpetuity; it is not bookended 
by another stage. Updates, notably to AV software and supporting services (such as mapping), 
are likely to occur frequently.  

                                                
120 SAE Mobilus, 2018. 
121 SAE Mobilus, 2018. 
122 NHTSA, 2017b. 
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Upgrades and updates present a large challenge to measuring AV safety using exposure-
based measures. Within these measures, time is cumulative. For example, a measure of 
infractions per VMT reflects the infractions and VMT gathered over a formally defined time 
period. Lagging and leading measures are longitudinal (vehicle performance is followed over 
time) rather than cross-sectional (reflective of a specific moment). In longitudinal data 
assessment, the AV system must be stable. However, updates and upgrades disrupt stability. A 
tension exists between safety metrics reflecting the most recent safety level and safety metrics 
needing to draw from a period where the AV system is steady.  

Longitudinal data analysis methods exist to model statistical comparisons of safety over time, 
even as safety levels change. However, these methods generally require defined, regular time 
periods (e.g., every two months) and for the AV system to be roughly equivalent within a time 
period. This is not realistic. Such methods are also not intended to track long-term safety trends. 
Alternative statistical modeling methods allow for differing lengths of time to be analyzed, but 
still require time to be bucketed. Bucketing exposure requires developers to decide when the 
system has changed sufficiently to start measuring safety afresh (i.e., to start a new bucket).  

One possibility is to start accumulating events and exposure afresh every time an upgrade 
occurs. But with upgrades to AV software and supporting systems (e.g., maps) potentially 
occurring even daily, sufficient exposure would never accumulate to permit exposure-based 
metrics. An alternative would focus only on major upgrades, but that raises the question of what 
defines a major upgrade. Using lines of code can be misleading because code length does not 
translate to system complexity or change. Additionally, lines of code are less germane when 
using machine learning. The developer could declare when a major upgrade occurs, but such a 
method is heavily prone to manipulation and marketing pressure, and it has no guarantee of 
reliability or consistency. 

An alternative approach is to use a moving average over time instead of bucketing exposure. 
Using this approach, AV safety metrics always reflect the recent past (e.g., two weeks, three 
months, two years).  

Metrics of safety in an upgradable environment should forgive but not forget. To have more 
forgiveness but less forgetfulness, an exponential moving average could be used, with the most 
recent period of time heavily weighted. This recurrence relation can be considered a form of 
backward discounting. For example, safety metrics from the past month could be weighted 
60 percent, with the safety measures from previous cumulative time weighted 40 percent. The 
larger the weighting for the most recent period compared with the weighting of previous periods, 
the more forgiving the metric becomes. However, it can never truly forget because the past is 
always factored into in the calculation. This relationship can be expressed as:  

An=W*Dn + (1–W)An–1 
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in which the current average metric (An) is a function of the weighting (W) times the safety 
metric from the most recent period (Dn) plus the complement of the weighting (1–W) times the 
previous average of An–1, and n indicates the iteration. This formula allows all previous readings 
to remain in the average, subject to exponential decay in influence over time (Figure 3.6). 
Measures resulting from this formula could be used internally by the developer to track safety 
changes over time, to make their case for safety during demonstration, and as a reportable, 
ongoing measure during deployment. Such a measure could reflect the system becoming safer or 
less safe over time without bias. These moving-average approaches also are neutral to when the 
upgrade actually enters the system. Upgrades could be downloaded immediately if they occur 
over the air, but if the upgrades require a service call to a dealer, there will be larger delays and 
larger variations in when the upgrade is downloaded. 

Figure 3.6. Decay of Influence of Time Period n over Time  

 

The Ecosystem  

Thus far, safety has been considered at the system level. As Figure 1.2 shows, the ecosystem 
level sits one step above the system level in granularity. Safety at the ecosystem level refers to 
the comprehensive burden of injuries resulting from road traffic crashes. Measuring safety at the 
ecosystem level uses an ecological approach.123 Within the ecological approach, a community or 
geographic area, rather than an individual vehicle, makes up the unit of analysis. The safety 

                                                
123 Stern and Fineberg, 1996; Morgenstern and Thomas, 1993; National Institutes of Health, 2005. 
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metrics of two or more areas are compared, one or more of which contains AVs.124 Ecological 
studies could reflect the safety benefit of communication between AVs and infrastructure or 
other vehicles (V2X); the ecological approach is expected to grow in complexity and spread in 
usage because they capture the safety behavior of multiple types of roadway users.125 In the 
ecological approach, the vehicle-specific exposure measure is not considered directly, although 
more exposure in terms of mileage or higher AV penetration could result in a stronger 
association with safety.  

Because ecological studies look at safety on the community level, leading measures (such as 
police-reported infractions) or lagging measures (such as police-reported crashes) can be used. 
Measures that require additional effort to collect or are available only on some vehicles (e.g., 
low-severity crashes or roadmanship) might be complicated or impossible to use. If multiple 
developers release their AVs onto public roads in the same geographic area, this method will not 
allow analysts to discern the impact from each developer because data are measured on the 
community level rather than the vehicle level.126  

AVs can be considered to operate on three levels of safety. The first level reflects the simple 
safety benefit that AVs bring to their occupants by diminishing the influence of certain 
contributing factors (e.g., distracted driving). At the second level, AVs could take evasive 
maneuvers to avoid a crash beyond what human drivers could perform. Both these levels of 
safety operate and are measured on the vehicle system level.  

A third level of safety can be hypothesized and measured at the ecosystem level. AVs might 
reduce crashes by bringing more order and predictability to the broad roadway ecosystem. This 
would be particularly likely if and when there is a high level of communication among AVs, 
although this remains an uncertain prospect. When AVs reach a certain level of penetration into 
the vehicle fleet, they might influence roadway behavior beyond just the vehicles they are in 
immediate proximity to or contact with, elevating the safety of the entire fleet.127  

An ecological study could be implemented in many ways. The simplest option is to compare 
a safety metric for location X to location Y, where X has AVs and Y does not. Alternatively, the 
safety metric for location X could be compared before or after AVs are available, in a time-series 

                                                
124 Morgenstern and Thomas, 1993. 
125 Ecola et al., 2018. 
126 Ecological study design does not account for the degree to which individual conventional vehicles and AVs 
interact, nor does it account for the density of AVs in a geographic perimeter (Morgenstern and Thomas, 1993). This 
yields two of the biggest challenges in ecological studies: ecological bias and ecological fallacy. Ecological bias is 
likely to occur—there will be variation in the individual-level safety benefits because there is unlikely to be perfect 
mixing of AVs with conventional vehicles in geographic area X (Morgenstern and Thomas, 1993). An ecological 
fallacy could occur when conclusions are made about individuals based on group data; e.g., if area X has very good 
safety metrics, a given vehicle in that area is assumed to be very safe, when actually that one vehicle could be 
extremely unsafe and be bringing down the whole area’s rate (Schwartz, 1994). Measures on the ecological level 
cannot be applied to the system level.  
127 Jane Lappin, email with authors, June 11–August 24, 2018.  
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design.128 These approaches can be combined in the quasi-experimental difference-in-difference 
design (Figure 3.7).129 Within this design, safety metrics from two or more areas are measured 
over time. After a period, AVs are introduced into one area. To measure the safety impact of 
AVs, Difference 2 (the difference between areas X and Y after AVs were introduced to area X) 
is compared with Difference 1 (the difference between areas X and Y before AVs were 
introduced). Additional complexities can be added, with multiple areas and cascading 
introduction of AVs, introduction of different types of AVs into different areas, considering 
variation over time, etc. The strength of the design comes from its built-in tolerance for the 
inherent differences between areas.130 Such an analysis could occur prospectively or 
retrospectively.  

Figure 3.7. A Difference-in-Difference Study Design 

 
 

                                                
128 Morgenstern and Thomas, 1993. 
129 Wing, Simon, and Bello-Gomez, 2018. 
130 Wing, Simon, and Bello-Gomez, 2018. 



 
 

49 

4. Conclusion 

The approaches to measuring AV safety outlined in Chapter 3 are intended to be flexible but 
rigorous, offering commonality for AV developers and other stakeholders, from policymakers to 
safety advocates. This chapter enumerates additional considerations and offers some 
recommendations aimed at furthering broad public dialogue about the safety of vehicles that are 
highly (and eventually fully) automated. 

AVs in the Broad Motor Vehicle Context 

Beyond passenger vehicles, automation is of interest for trucks and buses. Although many of 
the technology development and safety measurement concepts covered here would apply, both 
the actual safety and the perception of safety of those vehicles are affected by their sheer size and 
mass. They also operate under regulations and with oversight that are different from those for 
passenger vehicles. Comparatively small automated cousins to trucks are also being developed 
for freight transport or delivery without human passengers (which means that safety concerns 
focus on other roadway users),131 and comparatively small automated shuttle-buses already have 
been developed to transport small numbers of people (e.g., Navya).132  

Meanwhile, the roadway environment itself is evolving in ways that can support both 
effective automation and safety. Gradually, more sensors are being embedded in road surfaces 
and connected to traffic management systems, and there are continuing efforts to develop 
systems that support communications between vehicles and roadway infrastructure. 
Communication among vehicles is expected to grow; it is already a feature in early efforts to 
support truck platooning, assisting with traffic flow and efficiency. V2X adds to both the 
mechanisms that can support AV safety and the complexity of the overall ecosystem. 

AV Safety and Business Model  
Generally, two distinct business models have dominated discussion of AVs: (1) consumer 

ownership and (2) fleets (including different taxi or ride-share services and institutional-support 
models) owned and operated by a single entity. Consumer ownership involves individuals who 
could vary in their abilities to maintain a vehicle’s sensing, seeing, and operating systems 
appropriately.133 For example, whereas a clean exterior might be a matter of aesthetics for a 
conventional vehicle, it could be essential for the proper performance (and thus, safety) of an AV 

                                                
131 Haddon, 2018; Higgins, 2018.  
132 Hawkins, 2018.  
133 Ecola et al., 2018. 
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that depends on cameras and other external sensors. Consumer owners, and the businesses they 
use that focus on automotive service and repair, might require education and support in sensor 
and camera maintenance. Fleet owners face similar challenges, but, with a large number of 
vehicles to support, they could choose to employ dedicated maintenance professionals.  

Potential for Common Research and Development Infrastructure 
The industry appears to be ambivalent about whether, when, where, and how to coordinate 

on key aspects related to development (see the next section). Efforts exist to promote testing in a 
common environment (e.g., the closed course of the American Center for Mobility134); so do 
efforts to promote development and use of common scenarios (e.g., the PEGASUS project), 
common testing code and procedures (e.g., Voyage’s Open Autonomous Safety Initiative135), and 
common high-definition mapping and associated simulation (e.g., Baidu’s Apollo platform136).  

In brief, there seems to be more talking about sharing than actual sharing. But early efforts 
exist; for example, Vires recently transferred its format for describing road networks 
(OpenDRIVE) to the Association for Standardization of Automation and Measuring Systems (a 
German car manufacturer association) to promote broader use.137 As has been noted, the U.S. 
Department of Transportation designated ten closed courses (out of 60 candidates) in 2017 to 
encourage both AV development and information-sharing.138 Sharing of facilities and 
infrastructure might appeal most to those who cannot afford to develop and operate their own 
facilities and infrastructure.  

Data-Sharing and Implications of Data as a Competitive Asset 

AVs produce huge amounts of data, and questions have been raised about who beside the 
companies that produce or own AVs should have access to those data. There is little data-sharing 
among developers, nor is there much between developers and regulators or researchers. This is 
largely the result of the highly proprietary nature of AV development, variation in technologies 
that collect and process data, and the immense value of data as an asset and competitor 
differentiator,139 combined with the lack of retail availability. Contents of California’s mandatory 
disengagement reports show a lack of uniform reporting by developers, as discussed in 
Chapter 3. When crashes occur, state and federal entities undertake investigations that hinge on 

                                                
134 American Center for Mobility, undated.  
135 Voyage, undated-a. 
136 Apollo, undated. 
137 Association for Standardization of Automation and Measuring Systems, undated. 
138 U.S. Department of Transportation, 2017.  
139 One illustration of the costliness of not sharing comes from Scale API, which assists with labeling data for 
multiple AV players who might well pay for repeated but separate labeling of the same data. Marshall, 2018.  
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the willingness of developers to share and interpret data and other information not otherwise 
available.  

This situation has led some observers to call for more sharing of data,140 and to government 
explorations of the situation.141 What data should be shared, with whom, at what level of detail, 
and how?142 Types of data collected by AVs vary widely, although broad categorization features 
the following five items:  

1. the external environment encountered by the vehicle 
2. how the system perceived the external environment and processed resultant information 
3. how the system interacted with the external environment 
4. safety lagging or leading events 
5. cybersecurity incidents (which will be discussed in next section).143  
 

Theoretically, all data could be shared between companies and with government. However, it 
is extremely unlikely that items 2 and 3 would be shared. These data are particular to a system, 
and masking proprietary information while maintaining sufficient detail depth for the data to be 
useful verges on impossible. Companies view such data as proprietary assets. Additionally, 
sharing sensitive data requires strong security, which public repositories might not provide.  

Regarding item 1, a data repository could contain the environmental circumstances 
encountered by the AV or specific environments, infrastructure, and traffic patterns that 
challenged the AV system.144 Data would have to be anonymized. Such data could feed into 
scenarios used during development and demonstration and into scenario catalogs discussed in 
Chapter 3.145 Exposing AVs in simulation or closed courses to such scenarios based on real 
events that are otherwise unlikely to be encountered by the AV system during development and 
demonstration makes the system more robust.146  

Regarding item 4, existing crash databases and crash investigations currently provide data, 
albeit limited in detail in the former and limited in generalizability in the latter. Traffic safety 
statistics from these databases are publicly available,147 and commentaries about specific vehicle 

                                                
140 Bryant Walker Smith has predicted that “when an automated vehicle developer shares its safety philosophy with 
the public through data and analysis . . . automated driving will be truly imminent.” Smith, 2016.  
141 The U.S. Department of Transportation has been exploring data-sharing issues by convening stakeholders and 
discussing a possible framework categorizing different types of data and sharing options (U.S. Department of 
Transportation, undated) and of draft principles (U.S. Department of Transportation, 2018b). Feedback has included 
both the preference for data exchange to be voluntary and a recognition of the need for data standards (U.S. 
Department of Transportation, 2018a). 
142 U.S. Department of Transportation, 2018b. Principles for voluntary data-sharing were articulated by the U.S. 
Department of Transportation in mid-2018.  
143 U.S. Department of Transportation, 2017, 2018b. 
144 U.S. Department of Transportation, 2017. 
145 U.S. Department of Transportation, 2017. 
146 Koopman, 2018.  
147 Insurance Institute for Highway Safety, Highway Loss Data Institute, 2017b; NHTSA, 2018d; National Safety 
Council, undated-b. 
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models are available from such organizations as Consumers Union and the Insurance Institute for 
Highway Safety,148 which have a history of buying, evaluating, and rating automobiles. A new 
data set containing detailed crash reconstructions for all lagging-measure events at or above a 
given severity would enhance understanding of how AVs fail and what happens when they do. 
Such data must be anonymized to protect road users’ privacy. Within statistical databases, 
anonymization will become easier as more events occur. As is the case with existing databases, 
such data would not come from developers but from police reports, medical records, crash 
reconstructionist reports, etc.  

An additional consideration regarding item 4, beyond the lack of detailed data, is that 
identifying AVs would pose a challenge when using traditional crash data sets (such as FARS 
and NASS/CDS) to understand AV safety. One option would be for vehicle identification 
numbers to include an indication of the highest level of automation at which any system on the 
vehicle is designed to operate.  

Beyond vehicle safety, AVs collect broader information on the roadway ecosystem that could 
be useful to researchers and policymakers. Such data can identify problematic intersections, 
show the results of an infrastructure intervention, etc. Although those data are collected 
privately, it might be possible to achieve mutually beneficial sharing agreements among 
government, quasigovernment, and research organizations and companies. For example, AVs 
could provide information on road condition on a nonexclusive basis to a city department of 
transportation in exchange for real-time roadworks updates.149  

Cybersecurity as a Factor 
Cybersecurity bears importantly on safety. Today, even a nonautomated car is a network of 

computers on wheels. AVs are particularly vulnerable to cybersecurity attacks because they are 
made of computer-based systems—in technical jargon, AVs are cyber-physical systems or 
systems that embed computer-based elements in something that operates or interacts in the 
physical world. The transition toward AVs will only increase reliance on inevitably vulnerable 
hardware and software, both susceptible to cybersecurity problems. Recent experience by banks, 
utilities, and even the federal government suggest that successful cyberattacks are likely. The 
automotive industry’s relative inexperience in addressing this risk also suggests caution should 
be exercised.  

Beginning with the early use of computer-based systems and motor vehicles, automotive 
cybersecurity has been addressed separately from safety, attracting its own specialists and teams. 

                                                
148 See, for example, Consumer Reports, 2018.  
149 Laris, 2018. 
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It is the focus of standard-setting efforts and even conferences separate from those focused on 
safety.150 

Cybersecurity for AVs will be further complicated as communications from the outside 
grow. Many concepts of AV operation rely at least in part on some kind of connectivity with 
other vehicles, infrastructure, or the internet. This connectivity is probably necessary, but it also 
increases cybersecurity risks. Even for conventional vehicles, over-the-air communication could 
(and to some extent already does) take place for diagnostic or updating purposes.151  

The risks of a cybersecurity failure are considerable. At the lowest level, unsophisticated 
actors could cause simple vandalism by preventing the operation of parts of the vehicle, with 
safety consequences at varying levels of severity (e.g., preventing the opening of windows, 
interfering with the operation of brakes). Ransomware attacks, in which a perpetrator demands 
compensation (increasingly using anonymous cryptocurrencies) in return for restoring control of 
a software system, could be a viable business model for some criminal groups, which might be in 
other countries outside the easy reach of U.S. law enforcement. Relatively detailed personal data 
(including audio, video, and location data) could be collected and exploited. Large-scale terrorist 
or foreign nation-state attacks exploiting the same software or hardware vulnerabilities and 
utilizing numerous vehicles to attack critical infrastructure could cause mass casualties or sow 
panic.  

While cybersecurity is of critical concern, it is distinct enough from other safety risks that it 
deserves separate treatment elsewhere.152 For many safety scenarios, risk relates to inattention, 
mechanical or electronic threats, or negligence. In the case of cybersecurity, it is an actual 
adversary deliberately trying to exploit particular vulnerabilities. This is much harder to prevent 
and harder to detect. A hacker will probably not reveal that she has found a critical vulnerability 
until after that vulnerability is exploited and the damage is done. 

While a thorough treatment of cybersecurity is outside the scope of this project, there are 
some obvious steps that can be taken by manufacturers and policymakers. Providing multiple 
and layered approaches to protecting a system (redundancy in its construction and defense in 
depth in its construction and operation) is critical for both safety and cybersecurity. A cyber-
physical attack requires many steps to succeed, and efforts to prevent the attack at every stage 
are probably wise. Automakers should continue to share best cyber practices.153 Given the 
national security risks involved, the probable inability of the civil justice system to create 

                                                
150 An Automotive Cybersecurity Standard (ISO/SAE AWI 21434) is under development focuses on cybersecurity 
engineering for road vehicles (Barber, 2018). A notable conference example is escar (undated), which focuses on 
embedded cybersecurity in cars. Cybersecurity conferences (e.g., USENIX-Security) also include papers on 
vulnerabilities, threats, and attacks on automotive systems. 
151 Consumer Reports has weighed in on this issue. Barry, 2018.  
152 For a discussion of how AV cybersecurity lapses might implicate liability, see Winkelman et al., forthcoming. 
153 Encouraged by the Department of Homeland Security, the Automotive Information Sharing and Analysis Center 
(undated) is a vehicle for such sharing.  
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adequate incentives for the scale of risks,154 and the historic role of other nation-states in cyber-
attacks, there is a strong argument for the involvement of the federal government in both leading 
and requiring strong cybersecurity protections.  

Similar to cybersecurity, AV safety can be affected through actions that would present no 
danger to a conventional vehicle. Individuals will want to try to interact with or prank an AV, 
perhaps for notoriety. Such people might alter or remove infrastructure-based markings that AVs 
use to navigate. A recent study showed that AVs could be fooled or confused by defaced road 
signs that would not confuse human drivers.155 As AVs proceed in the roadway, they must be 
robust to the chaos that they will encounter—not just from the environment and the mistakes of 
other road users, but also from deliberate attempts, malevolent or otherwise, to interact in 
undesirable ways.  

Residual Uncertainty 
Uncertainty exists in terms of individual AV actions and reactions and in terms of AVs’ 

broader influence on the roadway ecosystem. An AV’s view of the world grows steadily but is 
intrinsically incomplete.156 Even within an AV’s ODD, there are uncertainties that should be 
acknowledged by policymakers and communicated to the public. And even if AVs were 
completely certain within their ODDs, the roadways are not static. New environments and road 
users will populate the roadway ecosystem, presenting ongoing challenges to AVs.  

Experts refer to the problems posed by “edge” and “corner” cases—situations that deviate 
from what is expected to be the norm but need to be addressed by the engineers in the interest of 
safe operation. The development process involves working through anticipated and unanticipated 
circumstances that are encountered; there is residual uncertainty from the unanticipated and not 
yet encountered—the unknown unknowns. 

Regulation and data-sharing can help in managing that residual uncertainty. Conformance to 
ISO standards is intended, in part, to reduce this very issue. 

Comparisons with Aviation 

Aviation safety is sometimes suggested as an arena for comparison as AVs evolve. It is 
clearly a domain in which there has been progress from comparatively low levels to high levels 
of safety. This domain also has experienced growing levels of automation, including challenges 
associated with human-machine interaction in the context of automation. Along with medical 

                                                
154 Winkelman et al., forthcoming. 
155 Evtimov et al., 2017. 
156 The process of learning by doing, combining different modes of development and testing to capture unanticipated 
circumstances and challenges, was documented for Waymo’s AVs by The Atlantic (Madrigal, 2017).  
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devices, aviation has driven advances in software safety, some of which could benefit the 
development of AVs.  In aviation, data have been collected on a confidential basis for analyses 
that support the industry as a whole.157  

Unlike the field of AV development, the field of aviation features a small and comparatively 
stable set of aircraft producers; aviation is subject to more regulation, and government 
involvement in certifying aircraft and key components is more accepted by industry—the context 
and the culture are different from what is observed in AV development today. Additionally, the 
carriers in the aviation field have agreed to cooperate rather than compete on safety based on the 
belief that one aviation death hurts the whole industry, regardless of on whose plane the death 
occurred. That sense of shared fate has yet to become evident among AV developers. 

Communicating with the Public 
Public conversation about AV safety is complicated. Experience with conventional vehicles, 

safety for other modes of transportation, safety of other kinds of computer-based systems, and 
public health risks all underscore the challenges associated with cognitive biases, limited 
numeracy, and general uncertainty among the public. For example, it might not be widely 
understood that although an AV might be capable of braking if a person runs out in front of it, 
the basic physics of its weight and speed might preclude it from being able to stop in time to 
avoid hitting the person. This could be exacerbated by unrealistic claims of near perfection on 
the part of AV boosters. Even compliance with seatbelt requirements remains uneven, and 
perceptions that ADAS are ineffective or irritating diminishes consumer trust in those features.158 
The utilitarian argument that AVs are expected to lower the annual numbers of deaths and 
injuries from car crashes substantially can be offset or even outweighed in popular perception by 
a single AV crash, especially given the breathless news coverage of any AV incident.159 
Furthermore, the variation in safety approaches taken by different AV developers could also 
confuse consumers.160 So, too, could the capabilities of features associated with SAE Levels 1–3, 
which presume human engagement while also inducing the kinds of complacency that can 
compromise safety.161 U.S. Secretary of Transportation Elaine Chao has called upon the AV 
industry to “step up and educate the public” about this new technology.162 But until that happens, 

                                                
157 Aviation Safety Reporting System’s website (undated) underscores that associated reporting is “Confidential. 
Voluntary. Non-punitive.” Other reporting channels for safety incidents in aviation include the Federal Aviation 
Administration Hotline (2018) and the National Transportation Safety Board (undated).  
158 Insurance Institute for Highway Safety, Highway Loss Data Institute, 2017a. 
159 This could be a form of dread risk, a particularly aversive concern. 
160 Jill Ingrassia, Managing Director, Government Relations & Traffic Safety Advocacy, AAA, remarks at the 
Automated Vehicles Symposium 2018, San Francisco, Calif., July 11, 2018. 
161 NHTSA has intervened to stop the marketing of an aftermarket product intended to quiet the warnings associated 
with Tesla’s autopilot system. NHTSA, 2018c.  
162 Chao, 2018. 
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a gulf is likely to persist between those who understand it intimately and everyone else. The lack 
of a single measure, as discussed in Chapter 3, makes AV safety discussions complicated. 

Communication is also necessary to inform consumers about an AV’s abilities and about 
expectations for the user. Among other topics, people using AVs need to understand the 
limitations of the ODD and what will occur if the AV exceeds its ODD, including what 
“fallback,” “limp home,” or failure mitigation will look like. (These could involve turning on 
hazard lights, pulling over to the side of a road, or stopping in place.) Any expectations of users 
or owners, such as in-vehicle monitoring, also have to be conveyed; the expectation with HAVs 
is that a user would not have to intervene in vehicle operation. Safety-centric, appropriately 
couched communications can help the consumer not over-rely or under-rely on AV technology. 
Experience with lower levels of automation does make clear that better communications are 
needed. 

Risk with AVs is a particularly important topic for consumers to understand. Accurate 
communication about the risks of AVs to the public will help individuals make decisions about 
transportation. If, as widely expected, AVs are substantially safer than conventional vehicles, 
accurate and effective risk communication will help spur adoption. But if consumers expect 
perfection and AVs are imperfect despite being much safer than conventional vehicles, adoption 
might be dangerously slow—i.e., more lives will be lost as a result of the slowness of 
adoption.163  

Effective risk communications could also reduce litigation in three ways. Most concretely, 
effective risk communications could defeat a failure-to-warn claim.164 If a defendant automaker 
can identify a particular communication of a particular risk to a plaintiff, it is unlikely that such a 
claim would succeed. Second, by creating appropriate expectations, risk communications could 
reduce the likelihood of anger and betrayal that can spur injured victims to file a lawsuit. Third, 
and most importantly, effective risk communications can lead to the safer use of the vehicles. If 
there are particular circumstances that lead to even small amounts of increased risk, warning 
users of these risks could lead to increased vigilance and reduced crashes and therefore fewer 
occasions to sue. 

Unfortunately, effective risk communication is difficult. Humans process quantitative 
information poorly and are much more likely to be influenced by anecdotes or stories.165 Humans 
also evaluate risk unevenly, exhibiting less concern over familiar risks than ones that are 

                                                
163 Kalra and Groves, 2017. 
164 This refers to a product liability claim wherein the seller failed to provide adequate warning or instructions for 
safe usage.  
165 Fischoff, Brewer, and Downs, 2011, p. 53. A study found that medical journals did a poor job of providing risk 
statistic–centric communication that was accurate and that newspaper articles were even worse. Moynihan et al., 
2000. 
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uncertain, uncontrollable, inequitable, or particularly dreaded.166 At least at first, consumers are 
likely to consider AVs uncertain, and they might have a particular fear of a robotic car killing 
them—even if that is less likely than a conventional car killing them. But over time, as the risks 
from AVs or robotic vehicles becomes more familiar, this particular dread might wane.  

Fortunately, there is a science of risk communications developed in medicine and public 
health.167 A full explanation of how those risk communications principles could be applied to 
AVs is outside the scope of this project, but several best practices can be usefully summarized.  

To adequately inform, communications must contain the information needed for effective 
decisionmaking, and users need to be able access that information and understand what they 
access.168 Best practices include providing numeric likelihoods of absolute risks that keep time 
frames and denominators constant. Pictographs can help convey this information effectively.169 
Safety communications might not follow these practices currently. A survey indicated that 
consumers most prefer to learn about their vehicle and its technology from vehicle manuals, 
from the dealership either at delivery or during sales, or online. However, these sources do not 
entirely overlap with how consumers report that they currently learn, chiefly from vehicle 
manuals and through trial and error.170  

Ideally, the risk communications process itself should be tested. First, the process should be 
developed. Next, it should be evaluated to ensure consistency of message and accurate 
implementation. Finally, outcome evaluation should show whether the communication reached 
its goals and that the risks were in fact, understood by the target audience.  

Developers and regulators can also work to demystify AVs, as Chao noted. When elevators 
were initially developed, there was considerable public fear. Being supported by unseen 
machinery while riding in a box that had the potential of dropping one to one’s doom likely 
elicited considerable fear. To address this fear, manufacturers staged demonstrations of their 
automatic safety brakes. In a similar spirit, a recent exploration centered in Boston and 
connecting to other cities around the world demonstrated the value of an “AV petting zoo,” an 
explicit effort to introduce consumers to AVs.171  

In the case of elevators (and perhaps even more important than the demonstrations), 
legislators passed laws to require regular elevator inspections. To this day, elevators in most 
states are inspected regularly.172 From a pure cost-benefit risk prevention perspective, this is 

                                                
166 Fischoff, Brewer, and Downs, 2011, p. 46. 
167 Fischoff, Brewer, and Downs, 2011. 
168 Fischoff, Brewer, and Downs, 2011, p. 19. 
169 Fischoff, Brewer, and Downs, 2011, pp. 59–61. 
170 Abraham et al., 2017. 
171 One idea suggested by a working group at the Autonomous Vehicle Symposium 2018 is that the lead developer 
of an AV take the first post-deployment ride, in the back seat. City of Boston, 2017; World Economic Forum and the 
Boston Consulting Group, 2018.  
172 Safety inspections for conventional automobiles are not handled consistently across states. Some states do not 
currently have safety inspections. 
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probably irrational—elevator failures are, thankfully, exceedingly rare. But the elevator 
inspections might have helped reassure a queasy public. It is possible that regular AV inspections 
or a similar regulatory regime could similarly allay public fears, as could some kind of 
transparent reporting during demonstration  

Recommendations 
The AV community’s approach to safety will play a critical role in determining the success 

and viability of this technology. This report, in addition to offering a framework for measuring 
AV safety, identifies key recommendations for promoting AV safety to support the field’s long-
term viability.  

First, during development, regulators and the public should be concerned with whether the 
AV development process is safe for the public, not whether the AV is progressing or learning in 
a particular way. Infractions, measures of roadmanship (on public roads), and outcomes are 
meaningful during this stage (because they indicate a risk to the public during the development 
process).173 Concomitantly, a formal definition of roadmanship is needed for the development, 
demonstration, and deployment stages.174  

Second, demonstration represents a stage apart from development and deployment that can 
be used for benchmarking and communicating about safety (recognizing that there are limits to 
what can be shown absent hundreds of millions or more miles driven). Demonstration is undertaken 
by testing through simulation and on closed courses and public roads with safety drivers—the 
settings discussed in this report. In closed courses and on public roads, demonstration protocols 
must control for variability in safety drivers. A formal protocol for the demonstration process 
(which could apply to simulators, simulations, and scenarios) would facilitate comparisons 
across companies and evidence of safety to the public and policymakers. This might suggest a 
role for a third party or department of motor vehicles.175  

Third, during development, demonstration, and early deployment, when sufficient exposure 
has not been accumulated to allow for statistically valid comparison of rates, outcomes (e.g., 
crashes or an absence of crashes) should be evaluated as case studies. Such treatment of events 
shows a balance between learning from the event to fullest extent possible and not making 
statistics-based safety determinations that are beyond what the data support.176  

                                                
173 This recommendation is discussed at greater length in the Chapter 3 sections “Frame 1. Setting” and “From 
Frames to Framework.” 
174 This recommendation draws from Chapter 3’s “Measure Category 2: Leading Measures.” 
175 This recommendation draws from the Chapter 3 sections “Demonstration” and “From Frames to Framework.” 
176 This recommendation draws from the Chapter 3 sections “Frame 3. Measures,” “From Frames to Framework,” 
and “Measures to Metrics.” 
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Fourth, targeted data-sharing (both between companies and with government) provides an 
opportunity to improve safety across the industry and to negotiate to receive data (e.g., around 
roadworks) in return. Regarding outcome measures, a protocol for reporting to government 
entities could be codified in terms of measures, context, format, frequency, data security, 
governance, and other factors.177  

Fifth, a formal taxonomy around ODD is needed. Such a taxonomy should specify how 
ODDs convey where, when, and under what circumstances the AV can operate. Being within the 
developer-specified ODD does not guarantee that the AV will not encounter scenarios beyond its 
capabilities. Minimal-risk conditions should also be included.178  

Sixth, given the challenges of measuring safety where the system changes constantly and at 
irregular intervals, this report outlines two approaches to measuring safety in association with 
AV system upgrades, moving averages and weighted moving averages. More research is needed 
to enhance understanding of and improvement of such methodologies.179  

The Bigger Picture 
As has been discussed in other RAND-published work,180 the potential to minimize traffic 

fatalities by the middle of the 21st century hinges on progress from new technologies, policies, 
and other actions that promote a safety culture. The great race to develop safe and practical AVs 
should contribute to the overall goal of safe motor vehicle environments. This report’s 
framework is intended to assist in that process. At the same time, it is important to acknowledge 
that all components of the ecosystem—including the roadway environment, its varied users, and 
other factors that go beyond a defined ODD—play a role in determining the safety as 
experienced with a given AV in a given set of circumstances. 

Although the rise of AVs has been a story of disruption, there are already signs of 
maturation, at least on the industry front, drawing on connections between conventional and AV 
production and other industries. As a result, there is hope of more collective action among 
competitors—what some might call coopetition. A variety of consortia have emerged following a 
history of similar activity among conventional manufacturers,181 there is broad participation in 

                                                
177 This recommendation draws from the section on “Data-Sharing and Implications of Data as a Competitive Asset” 
earlier in this chapter. Considerations around sharing scenarios can be found in Chapter 3’s “ A Discussion of the 
Setting Frame.” 
178 This recommendation draws from Chapter 3’s “Operational Design Domain.” Comparisons involving AVs 
should include consideration of ODD, as discussed in the Chapter 3 sections “Operational Design Domain” and 
“Creating Comparisons.” 
179 This recommendation draws from Chapter 3’s “Upgrades and Updates.” 
180 Ecola et al., 2018. 
181 For example, AV consortia include Self-Driving Coalition for Safer Streets (undated) and the Partnership for 
Transportation Innovation and Opportunity (undated). An example of a conventional vehicle consortia is Auto 
Alliance (undated).  
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relevant standard-setting activities, and a basis might be building for considering some greater 
degree of information-sharing about practices, tools, and even data. The European PEGASUS 
project was designed to foster sharing of scenarios that could be used for AV testing, although it 
reportedly encountered more reluctance to share than anticipated. More recently, the startup 
Voyage has announced that it would make safety-testing tools open source (although it remains 
to be seen how much others contribute),182 and Baidu has developed a platform for sharing 
certain kinds of tools and data with an expectation that obtaining content requires also 
contributing content.183 These organizations encapsulate an ongoing process of exploring where 
collaboration seems easy and where it seems difficult. 

Although developers, regulators, and the public want AVs to be safer than conventional 
vehicles, the true impact of AVs is currently unknown. There have been early comparisons of 
AV driving data to non-AV driving data,184 but interpreting these early results requires care and 
caution because of differences in severity threshold and a lack of generalizability beyond the 
geographies, time periods, and manufacturers included. Additionally, results associated with the 
AVs reflect the combination of the AV system and its supervising safety driver. Simulations of 
the entire roadway system could be done, but one can only speculate at this point. Developers 
and regulators must monitor the ongoing trends and shifts in the epidemiological profile of 
crashes and continue to refine measurement definitions and tools.185 Only time, continued 
development, demonstration, and experience post-deployment will determine how safe AVs are 
and how safe they can become.   

                                                
182 Voyage, undated.  
183 Apollo, undated.  
184 Schoettle and Sivak, 2015; Teoh and Kidd, 2017; Blanco et al., 2016. 
185 An epidemiological profile describes the scope, severities, sociodemographics, risk factors, and other aspects of 
crashes. A sample epidemiological profile can be found at Centers for Disease Control and Prevention and Health 
Resources and Services Administration (2014). 
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